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Preface 

This book is intended to present the applications of parallel and distributed 
processing techniques to power systems control and operation. The book is 
written with several audiences in mind. First, it is organized as a tutorial for 
power engineering faculty and graduate students who share an interest in 
computer communication systems and control center design and operation. 
The book may also be used as a text for a graduate course on distributed 
power systems control and operation. Finally, it may serve as a reference 
book for engineers, consultants, planners, analysts, and others interested in 
the power systems communication and control. 

The majority of the topics in this book are related to the 
restructuring of electricity which has necessitated a mechanism for various 
participants in an energy market to communicate efficiently and coordinate 
their technical and financial tasks in an optimal fashion. While the 
competition and control tasks in a vertically integrated electric utility 
company were loosely coordinated, such coordination is essential for the 
profit-oriented operation of today’s energy markets. The competition in the 
restructured power industry and the volatility of energy market persuade 
electric power companies to become more vigilant in communicating their 
propriety data. However, the communication and control tasks cannot be 
accomplished without establishing a flexible information technology (IT) 
infrastructure in the restructured power industry. What is needed for 
managing a competitive electricity market is a framework that enables the 
pertinent data to be quickly communicated and transformed into usable 
information among concerned parties. The framework presented in this 
book is robust enough so that, as new situations arise, the up-to-the-second 
information can be exchanged and analyzed in ways not previously 
anticipated. 

The chapters in this book are written in response to the migration 
of control centers to the state-of-the-art EMS architecture in restructured 
electric power systems. The migration is intended to integrate real-time, 

XIX 
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process-oriented applications with business-oriented applications. The new 
architecture will address the necessary attributes with respect to scalability, 
database access and user interface openness, flexibility, and conformance 
to industry standards. Today, major EMS providers offer a distributed 
workstation-based solution using the new standards for communications 
and control, user interfaces, and database management. The new EMS 
architecture provides a range of benefits including the reduction in the cost 
of EMS improvements, additional alternatives for software and hardware 
integration, and unlimited upgrading capabilities. The open EMS is 
designed according to the CIM-compliant relational database which 
facilitates the data communication in distributed power systems. The open 
EMS is further enhanced by the geographic information system (GIS) and 
the global positioning system (GPS) for the real-time monitoring and 
control of power systems in a volatile business environment. 

The various topics presented in this book demonstrate that the 
competition among self-interested power companies in the electricity 
market and the availability of powerful parallel and distributed processing 
systems have created challenging communication and control problems in 
power systems. A common property of these problems is that they can be 
easily decomposed along a spatial dimension and can be solved more 
efficiently by parallelization, where each processor will be assigned the 
task of manipulating the variables associated with a small region in space. 
In such an environment, a communication system is an essential 
component of the power system real-time monitoring and control 
infrastructure. Since the control center design for the majority of ISOs and 
RTOs has a hierarchical and distributed structure, modem computer and 
telecommunication technologies are able to provide a substantial technical 
support for the communication and control in restructured power systems. 
When the communication system is mainly used to transfer metered data 
and other information such as the load forecast and electricity price and so 
on, the communication delay within a small range is usually allowed. 
When distributed processing is applied to the control of power systems, the 
communication overhead is a major factor that degrades the computation 
performance 

The chapters in this book start with a review of the state-of-the-art 
technology in EMS applications and extend the topics to analyze the 
restructured environment in which power market participants handle their 
communication and control tasks independently while the entire power 
system remains integrated. The proposed style will help readers realize the 
migration from the traditional power system to the restructured system. The 
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tools that are reviewed in this book include distributed and parallel 
architectures, CIM, multi-agent systems, middleware and integration 
techniques, e-commerce, GPS, and GIS applications. The distributed 
problems that are studied in this book include control center technologies, 
security analyses, load flow, state estimation, external equivalence, 
voltagehar optimization and control, transmission congestion 
management, distributed generation, and ancillary services. 

We would like to take this opportunity to thank several of the 
reviewers who read the first draft of this book and provided constructive 
criticisms. In particular, we appreciate the comments provided by Dr. 
Mariesa Crow (University of Missouri-Rolla), Dr. Daniel Kirschen 
(University of Manchester Institute of Science and Technology), Dr. Noel 
Schulz (University of Mississippi), Dr. Hasan Shanechi (New Mexico 
Institute of Technology), and Dr. Ebrahim Vaahedi (Perot Systems). Our 
communications with Dr. James Kavicky (Argonne National Laboratory) 
and Mr. Thomas Wiedman (Exelon Corporation) paved the way to 
understand some of the technical aspects of control center operations in an 
electric power company. The engineers and analysts at the Electric Power 
and Power Electronics Center (EPPEC) at IIT provided significant 
technical and editorial support to this project. We acknowledge the 
contributions of Dr. Zuyi Li, Bo Lu, Pradip Ganesan, Tao Li, Yong Fu, and 
Yuying Pan. 

We offer our utmost gratitude to our respective families for 
supporting us throughout the completion of this book. 

Mohammad Shahidehpour 
Yaoyu Wang 
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Chapter 1 

Introduction 

The focus of this book is on the design and the implementation of 
distributed power system optimization and control based on DEMS 
(distributed energy management systems) [Con02, Hor96, Lan93, Lan94, 
Kat92, Sch93, She9 1, Wan941. Rapid developments in the computer 
hardware technology and computer communication have provided a solid 
foundation and necessary conditions for the parallel and distributed 
computation in various fields of engineering and science. Distributed 
computation and control is generally based on LAN (local area network), 
WAN (wide area network) and the Internet. The applications of parallel 
and distributed processing in vertically integrated electric power systems 
have already been presented as a viable option for modeling large-scale 
problems in real time [Alo96, Car98, Fa1951, and it is envisioned that the 
applications will expand even further in restructured electric power 
systems. 

Power industries around the world are experiencing a profound 
restructuring’. The purpose of restructuring is to provide electricity 
customers with better services at cheaper cost through the introduction of 
competition in power industries. The restructuring has initiated additional 
optimization and control tasks in the unbundled power systems, which 
necessitate parallel and distributed processing for analyzing the economic 
operation and enhancing the reliability of the system. For instance, each 
independent participant of a restructured power system has to optimize its 
functions to attain competitiveness. The global optimization in a 

It is often referred to as deregulation. However, we prefer to use the term 
‘restructuring” in place of deregulation as we believe that the current evolution in 
power system represents a restructuring process. 

I 

1 
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2 CHAPTER 1 

restructured power system, which can benefit all participants, would 
require a coordination among independent participants, which is devisable 
by parallel and distributed processing. Parallel and distributed computation 
and control techniques are specific to certain applications. Hence, we plan 
to discuss parallel and distributed computing systems in both vertically 
integrated and restructured power systems. 

Parallel and distributed computing is represented by a cluster of 
computers at power system control centers. So we first introduce the 
structure and functions of control centers, such as CCC (central control 
center) and ACC (area control center), in a vertically integrated power 
system and discuss their operation strategies; next we discuss the changes 
in structures and functions of traditional control centers to form IS0 
(independent system operator) and RTO (regional transmission 
organizations) in restructured power systems. We discuss the functions of 
CCCs, ISOs, and RTOs to let readers comprehend the importance of 
parallel and distributed processing applications in power systems. We 
analyze the hierarchical and distributed computation and control structure 
of a vertically integrated power system that is evolved to form its 
restructured successor. Finally, we introduce the existing parallel and 
distributed processing theory and technology that can be employed in the 
power system optimization and control. 

This chapter will provide readers with a brief background on 
structures and functions of power system control centers and a review of 
fundamentals of parallel and distributed computation and control. 

1.1 THE ROLE OF POWER SYSTEMS 

The role of electric power systems has grown steadily in both scope and 
importance with time, and electricity is increasingly recognized as a key to 
societal and economic progress in many developing countries. In a sense, 
reliable power systems constitute the foundation of all prospering societies. 
Since the key elements and operation principles of large-scale power 
systems were established prior to the emergence of extensive computer and 
communication networks, wide applications of advanced computer and 
communication technologies have greatly improved the operation and 
performance of modem power systems. As societies and economies 
develop further and faster, we believe that energy shortages and 
transmission bottleneck phenomena will persist, especially in places where 
demands grow faster than the available generation. Under these 
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circumstances, rotating blackouts are usually practiced with certain 
regularity to avoid catastrophic failures of the entire system. 

To better understand the issues that are now facing power systems, 
let us first have a look at how individual power systems evolved into 
interconnected power grids and how interconnections have progressively 
changed their roles. At the beginning, individual power systems were 
designed to serve as self-sufficient islands. Each power system was 
planned to match its generation with its load and reserve margins. The 
system planning criteria were based on the expected load growth, available 
generation sites, and adequate transmission and reactive power capabilities 
to provide an uninterrupted power supply to customers in the event of 
generation and transmission outages. However, it was soon realized that 
interconnections of power systems would have great advantages over 
isolated power systems [ShaOO]. 

The primary requirement for interconnections was the sharing of 
responsibilities among utility companies, which included using compatible 
control and protection systems, helping neighboring systems in 
emergencies, and coordinating maintenance outages for the entire 
interconnection. For instance, in an emergency, a system could draw upon 
the reserve generation from its neighboring systems. The burden of 
frequency regulation in individual systems would be greatly reduced by 
sharing the responsibility among all generators in the interconnection. In 
addition, if the marginal cost of generation in one system was less than that 
in some other systems, a transaction interchange could possibly be 
scheduled between the systems to minimize the total generation cost of the 
interconnection. 

To some extent, power system restructuring has exacerbated the 
operations of inferconnected grid. In a restructured environment, generators 
could be installed at any place in the system without much restriction; 
hence, transmission bottlenecks could become more common in 
restructured power systems. It is envisioned that new criteria for planning, 
design, simulation, and optimization at all levels of restructured power 
systems have to be coordinated by appropriate regulating authorities. The 
restructuring could also result in a slower coordination across the 
interconnected power network because some aspects of coordination might 
need to go through several intermediate procedures and be endorsed by 
different power market participants. 
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As shown in Figure 1.1, a power system has two major 
infrastructures: one is the power grid and the other is the communications 
system. Most coordination activities among control centers can be 
enhanced by making use of advanced computer tools, although much of the 
coordination is still based on conventional telephone calls between system 
operators. An intimate interaction of extensive computer-based 
communication network with the power grid will certainly facilitate the 
operation and control of power systems. To realize this, we need to change 
our view of power systems and better understand power systems as 
complex interacting systems. 

I Power System I 

Figure 1.1 Power System Infrastructures 

1.2 COMPLEXITY OF POWER GRIDS 

The power grid is a complex network involving a range of energy sources 
including nuclear, fossil fuel, and renewable resources, with many 
operational levels and layers including control centers, power plants, and 
transmission, distribution, and corporate networks [AmiO 13. Many 
participants, including system operators, power producers, and consumers, 
can affect the operational state of the power grid at any time. The 
interactions of these power grid elements, including various physical 
components and human beings, also increase the complexity of the power 
grid. On the other hand, the diversity of the time scale at which the power 
grid elements operate contributes to this complexity. The time scales for 
various control and operation tasks can be as short as several microseconds 
and as long as several years, which greatly complicates the modeling, 
analysis, simulation, control, and operation of a power grid. 

The restructuring of the power industry has had profound effects 
on the operation of the power grid. The power grid was previously operated 
by vertically integrated electric utilities for delivering the bulk power 
reliably and economically from power plants to load areas. As a 
noncompetitive, regulated monopoly, these utilities put much emphasis on 
reliability at the expense of economy. Now, with the restructuring, 
intensive market competition, stressed transmission grid, and increased 
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demand for high-quality and reliability of power supply challenge 
unbundled electric utilities additionally in satisfying the basic objectives 
[ShaOl]. 

As various functionalities in the world are being further automated 
and digitized, higher power quality becomes a new requirement in the 
power grid complexity. Further improvements in power supply reliability 
will mean that the expected duration of energy not served will drop from 8 
hours to 32 seconds a year. 

The following factors could make it difficult to operate and control 
restructured power systems more reliably and efficiently: 

A large number of power system components are tightly 
interconnected and distributed in a vast area. 

Power system components are operated in multiple hierarchical layers. 

Power system components in different hierarchical layers have 
different spatial and temporal requirements for operation. For instance, 
the time frame of a protective device that is adaptive to lightning 
should be within several milliseconds, while the black start of a 
generating unit could span over several hours. The breakdown of a 
transformer at a user side could only affect a small area of the 
distribution system, but a short circuit fault on a backbone transmission 
line could affect a large part of the system. 

A variety of participants, including system operators, power producers, 
and energy customers, act on the system at different places 
simultaneously. 

The requirements for time are rigid and the requirements for reliability 
are extremely high. 

Random disturbances, including natural disasters such as lightning, 
unusually high power demands, and operational faults, can lead to 
widespread failure almost instantaneously. 

No single centralized entity can evaluate, monitor, and control all the 
interactions in real time. 

The relationships and interdependencies among various power 
components are so complex that conventional mathematical theories 
and control methods are hard to apply to many issues. 
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1.3 COMMUNICATIONS SYSTEM 

The reliable and economic operation of power systems relies heavily on 
its efficient communications system, which is growing fast and becoming 
increasingly complicated with the rapid development of modem 
communications technologies. The communications system should also be 
operated with high reliability while its operations rely on secure and high- 
quality power supplies. Generally, the communications system of a power 
system is composed of the following three kinds of networks: 

0 

0 

0 

Fixed networks including public switched telephone and data networks 

Wireless networks including cellular phones and wireless ATM 

Computer networks including various dedicated LANs, WANs, and the 
Internet 

The satellite network is another segment of the communications 
system that can provide important services that are hard to attain from 
regular communication techniques. These services include detailed earth 
imaging, remote monitoring of dispersed locations, highly accurate 
tracking, and time synchronization using the continuous signals of GPS 
(global positioning system). The Internet is rapidly expanding the range of 
applications for satellite-based data communications. Some satellite 
systems allow users to browse Web pages and download data through a 
roof-mounted dish receiver connected to a personal computer at a speed 
that is as high as 400 kbps. This capability could become a valuable tool 
for expanding an enterprise network to remote offices around the world. 

Electric utilities have diversified their businesses by investing in 
telecommunications and creating innovative communications networks that 
cope with industry trends toward distributed resources, two-way customer 
communications, business expansion, as well as addressing the 
measurement of complex and data-intensive energy systems via wide-area 
monitoring and control [Ada99]. Electric utilities use communications 
media for different purposes such as real-time monitoring, control and 
protection. Network services such as real-time monitoring are expanding 
the use of broad bandwidth communications networks as new remote real- 
time protection and control techniques become more pervasive. 

Although some operations such as isolating or restoring a damaged 
portion of the power grid could take several hours or days, the high-speed 
communication is desirable especially for the real-time operation of power 
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systems. To improve services and reduce operating costs, broad bandwidth 
communications are used for monitoring and control, which would benefit 
both the utility and customers. Some typical applications of broad 
bandwidth communications are as follows: 

Data acquisition from generation, transmission, distribution and 
customer facilities 

Communication among different sites, substations, control centers, and 
various utilities 

Real-time information provided by power markets and weather service 

Database information exchange among control centers 

Relay setting adjustments 

LFC and generation control 

Load shedding based on contingency analysis 

Control of devices such as FACTS facilities 

With recent advancements in IT techniques such as multi-channel 
WDM (wavelength division multiplexed) connection and XML (extensible 
markup language), a dedicated fiber optical communication network could 
be built for power systems based on IP over WDM. Next, we discuss the 
architectures and protocols used for such a fiber optical communication 
network 

1.3.1 Fiber Optical Technique 

The particular characteristics of optical fibers such as low attenuation, high 
bandwidth, small physical cross section, electromagnetic interface 
immunity, and security make them most suitable for information 
communication in power system monitoring and control. The manifestation 
of fiber optical networks such as WDM is attributed to advancements in a 
host of key component technologies such as fibers, amplifiers, lasers, 
filters, and switching devices [Kwo92]. 

A fiber optical network has two major sets of components: 
switching components and optical linking components. The switching 
components include tunable transmitterheceivers; the optical linking 
components include WDM multiplexier/demultiplexers, WDM passive star 
coupler, and the like. Multiplexers aggregate multiple wavelengths onto a 
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single fiber, and demultiplexers perform the reverse function. OADMs 
(optical adddrop multiplexers) are programmable devices configured to 
add or drop different wavelengths. 

OXC (optical cross-connects) is a large photonic switch with N- 
full duplex ports as each port can connect to any other device. OADM is a 
2 x 2 degenerate form of the N x N OXC that extracts and reinserts certain 
light-paths for local use. The OXC cross-connects sometimes are also 
referred to as wavelength routers or wavelength cross-connects. New 
amplifier technologies have increased the distances between the signal re- 
generators. Two basic optical amplifiers include SOA (semiconductor 
optical amplifier), which can be integrated with other silicon components 
for improved packaging, and EDFA (erbium doped fiber amplifier), which 
can achieve high gains. Optical packet switches are nodes with an optical 
buffering capability that perform packet header processing functions of 
packet switches [Gow95, VeeOl]. 

1.3.2 Fiber Optical Networks 

Currently most WDM deployments adopt the point-to-point scheme and 
use SONET/SDH (synchronous optical networWsynchronous digital 
hierarchy) as the standard layer to interface to higher layers of the protocol 
stacks. Different protocol stacks provide different communication 
functionalities. The SONET/SDH layer mainly interfaces with electrical 
and optical layers, delivers highly reliable ring-based topologies, performs 
mapping of TDM (time-division multiplexing) time slots from digital 
hierarchical levels, and defines strict jitter bounds. The ATM 
(asynchronous transfer mode) layer mainly performs segmentation and 
reassembly of data, creates class of service, and sets up connections from 
source to destination. The WDM layer multiplexes electrical signals onto 
specific wavelengths in a point-to-point topology, which constructs the 
backbone of power system communications [Ada98]. 

The communication networks with multi-layer sometimes have 
problems with time delays and function overlaps. Increasing efforts have 
been recently devoted to the development of prototypes for transmitting IP 
packets in the optical domain. The best choice is the IP over WDM, which 
has inherent advantages due to the absence of many layers. The IP over 
WDM has the property of virtual fibers where each wavelength is 
considered as a dedicated connection. The signals are not converted into an 
electrical domain for performing control operations. Hence, the latency in 
the IP/WDM system is smaller compared to that encountered in the 
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SONET system. Besides, the absence of vendor specific components 
makes the system services transparent. 

The ATM function of traffic engineering is being absorbed into IP 
by using IP over WDM, and transport capabilities of SONET/SDH are 
being absorbed by the optical layer. Therefore the four-layer architecture is 
converted into a two-layer architecture. The MPLS (multiprotocol label 
switching) or in the case of the optical layer, a slightly modified version, 
MPhS (multiprotocol lambda switching) are chosen to control both layers 
[AwdOl]. However, the IP over WDM becomes a reality only when all 
end-to-end services are offered optically. 

With the application of fiber optics, the trunk capacity of 
traditional wire-based telephone networks has been increased significantly. 
A fiber trunk can carry at least 1000 times the communication traffic of a 
copper pair, and more than one hundred optical fiber pairs are laid on one 
single route. 

1.3.3 WAN Based on Fiber Optical Networks 

WDM allows multiple network protocols to coexist on one network. 
WDM is utilized and further optimized by wavelength routing because of 
the increasing operational cost to deploy fiber rings. The overall fiber 
optical network has a mesh architecture. The nodes of this mesh are electric 
utilities with the IP protocol for data communications. New technologies 
such as all-optical cross-connects and all-optical add-drop multiplexers 
made it possible for simple point-to-point WDM links to evolve to a 
complicated network. Figure 1.2 depicts the architecture of such a fiber 
optical network. 

Similar to other communication protocols, the communication protocol for 
fiber optical communication networks has the following three basic layers: 

0 Physical layer. The physical layer is the layer at which signals are 
exchanged. Transmitting optics are based on laser and bit rates are as 
high as OC-48 (2.5 Gbps) to even OC-192 (10 Gbps). 

0 Data link layer. The data link layer, underneath the network layer, is 
responsible for delimiting data fields, acknowledgment of receipt of 
data, and error control, such as a parity check. In most communication 
systems, receipt of information that passes the error check is 
acknowledged to the sending station. In addition, the data link layer 
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may contain a flow control mechanism to prevent problems when two 
devices with different speeds try to communicate with each other. By 
not employing a retransmission-request procedure, first-time 
transmission messages can be ensured to all traffic in the fiber optical 
network. No link will be made busy by nodes trying to overcome 
neighbor-to-neighbor communications problems. In combination with 
the antibody algorithm, this helps guarantee that there will be no 
network congestion. 

Application layer. Power system applications are allocated to the 
application layer. The wide area fiber optical network is used for 
information exchange among utilities, substations, and other entities. 
The system information, such as rate schedules, operating constraints, 
and available transmission capacity, is shared among different utilities. 
Data communication is used for various purposes including power 
system control, protection, monitoring, and scheduling. 

Router 

Users 

Router 

WAN 

OEO 

Users SEe 7 Pp Users 

Router Router 

WAN 

OEO 

Figure 1.2 Fiber Optical Network 

When combined with computer networks in the system, such a 
high-speed and reliable fiber optical communication network has formed 
the foundation for distributed processing of power systems [YosOO]. 

1.3.4 XML Technique 

WAN provides a low-cost, easily accessible infrastructure for data 
communication and exchange. However, the diversity of data format and 
operating platform makes it difficult to exchange information efficiently. 
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To further facilitate information exchange especially for distributed 
processing, XML was created by the World Wide Web consortium 
[Web15]. All organizations can set personal and corporate agendas to 
cooperate in the construction of a genuinely open standard, driven entirely 
by user needs. 

XML is a markup language for structured data, and is viewed as a 
language for data modeling and exchange. A well-formed XML document 
is a database document with associated DTD (document type definition) as 
its schema. XML addresses the critical need for a universal interchange 
format that enables the data exchange especially among heterogeneous 
platforms [kir94, Cle00, Nam02, SinOl, Web16, Wid991: 

XML specifies a rigorous, text-based way to represent the structure 
that is inherent to data so that it can be authored, searched, and 
interpreted unambiguously. 

XML provides a human-readable format for defining data object 
names, attributes, and methods. It also provides a means for an 
application to find additional information about data objects embedded 
in the DOM and send to the server for information access. 

XML is platform, vendor and language neutral, and ideal to act as the 
common media among the numerous proprietary standards that 
currently exist. It can facilitate seamless data sharing and exchange 
among different utility systems and applications. 

Power system operation requires a seamless information exchange 
among heterogeneous databases with transparency of any internal data 
formats and system platforms. One feasible way to resolve this problem is 
to adopt a single data interchange format that serves as the single output 
format for all data exporting systems and the single input format for all 
importing systems. Fortunately, this objective is realized by using XML. 
With XML, proprietary formats and platforms are utilized within each 
utility and substation, and XML performs necessary translations for 
information exchange. 

XML is utilized for many purposes including transparent metadata 
exchange, distributed processing, online transactions, and data 
presentation. Many power system applications involve intensive 
computations, and may need to retrieve the metadata from a number of 
distributed databases. Each database at a utility or substation could have 

www.TechnicalBooksPDF.com



12 CHAPTER 1 

several terabytes of data on event recorders. To use this information, a 
flexible platform and vendor-independent protocol is needed. In using 
XML, a computation-intensive distributed processing process is changed 
into a brief interaction with database servers. 

An example of the XML application is the OASIS (open access the 
same time system) for on-line transmission services transactions. 
Customers buy electricity according to a vendors’ price. The transaction 
data on the client site are represented as XML-tagged data sent to the 
OASIS server. The OASIS server will then perform the required real-time 
authentication and send the results to the user. In some applications, the 
customer can present different views of a group of data to cope with 
multiple users. Users can have multiple choices of data presentations by 
using XML. For instance, different kinds of graphic displays of one 
substation can be easily achieved by using XML style sheets. 

Although XML is ideal for man-to-machine interface or machine- 
to-machine information exchange, security is a problem because it is 
implemented in a text form. Certain security measures such as firewalls 
and encryption are to be implemented when using XML. Firewalls are used 
for the server to minimize the possibility that unauthorized users to access 
any critical information. Access through the Internet is permitted only 
when designated security requirements are met. Sophisticated data 
encryption techniques such as 128-bit encryption algorithm are used to 
transfer sensitive data across the Internet. 

1.3.5 IP-Based Real Time Data Transmission 

Currently data communication is mainly based on TCP/UDP/RTP/IP/ 
HTTP (transmission control protocol/user datagram protocol/real-time 
protocol/internet protocol/HTTP), which is commonly referred to as IP. 
The IP protocol belongs to the very basic layer in data communication. IP- 
based protocols such as TCP/UDP are used for real-time data 
communication [Qiu99]. As was mentioned before, XML is utilized to 
establish a common standard format for exchanging data among entities. 
Figure 1.3 shows the XML-based client/server architecture for data 
exchange. 

The XML server acts as the mediator between different databases. 
The server receives and processes XML-tagged requests from clients, and 
then converts the processing results into DOM format and sends it to the 
associated clients. The architecture supports on-line power market 
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Figure 1.3 XML Client/Server Architecture 

Utilities among other entities usually have different protocols for 
information exchange. Their DTD/XML schema definitions and XML tags 
could be different. When they need to retrieve the historical data stored in 
several utility databases, a distributed processing application will send an 
XML file to each utility database. After receiving this request, each utility 
server will convert the XML-tagged file into SQL statements, run the 
queries, and get the results. The query result will be packed as an XML 
document. Usually this distributed processing application does not have a 
specific requirement for the data format of utility databases and can parse 
data in the XML format. 

1.4 INTERDEPENDENCE OF INFRASTRUCTURES 

Modem power systems are becoming increasingly complex. A major 
source of complexity is the interdependence of the power grid and the 
communications system. These two infrastructures have become 
progressively interdependent on issues that range from the highest 
command and control level (i.e., power system information system) to the 
individual power stations and substations at the middle level, and then to 
devices and equipment at the lowest level. The Intemeuintranet connecting 
middle-level stations is an Ethernet network with individual gateways. The 
dedicated communications link is a fiber optic cable or microwave system. 
The satellite systems are used for a range of utility. business applications 
including direct-to-home interactive services, wide area monitoring and 
control, and time synchronization. 
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The restructuring of power industry has further enhanced the 
interdependence of these two infrastructures, since restructuring requires 
more information exchange among system operators and other entities in a 
power system. This interdependence not only challenges the reliable 
operation and control of the power system, it also presents new venues in 
modeling, forecasting, analysis, and optimization of both infrastructures. A 
failure in one infrastructure can often lead to failures or even breakdowns 
of the other. 

The intensive interdependence of these two infrastructures requires 
a more powerful decision-making system for the operation of a power 
system. DEMS based on WAN, which is composed of multiple computers 
at power system control centers, is viewed as a powerhl distributed 
processing system. Further, in some sense, there is a need for self-healing 
mechanisms of these infrastructures at the local level to mitigate the effect 
of random disturbances. 

1.5 CATASTROPHIC FAILURES 

Modem power systems have become more vulnerable at the presence of 
various outages such as power grid or communications system failures, 
random disturbances, and human errors [Hey0 11. Catastrophic failures in 
the past merely took into account the customers affected by the incidence 
and the duration for which their power was interrupted. However, the 
spectrum of events that are described as catastrophic has become much 
wider as modem technological industries are getting extremely sensitive to 
voltage variations and disruptions. 

Power supply and demand should be kept at balance in real time 
for the secure operation of power grids. However, as the supply becomes 
limited, the system reserve margin becomes lower. Factors contributing to 
catastrophic failures include the stressed state of power systems when 
facilities are operated closer to their operational limits, generation reserves 
are minimal, and reactive power supply is insufficient. In a stressed state, a 
minor fault can become a triggering event. There are hidden failures in the 
protection system that can surface only when some triggering events occur, 
and can lead to false tripping of other grid facilities. Electromechanical 
instability or voltage instability may develop because of these events, 
which can lead to the separation of a grid into islands of excess load or 
generation and the eventual collapse of a load-rich region into a blackout. 
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On the other hand, if it lacks sufficient real-time measurements and 
analytical tools, the power system operator can make incorrect assessments 
of the system operation state. For example, ATC (available transfer 
capability) is an index used to measure the operating state of transmission 
grids. Inaccurate computation of ATC can endanger the power grid 
operation especially as catastrophic failures become imminent. 

In the past a number of cascading failures in power systems have 
caused huge economic losses to electric utilities, so system operators now 
pay more attention to the prevention of cascading failures. According to 
NERC, outages affected nearly seven million customers per decade within 
the last two decades of the twentieth century, and most of these outages 
were exacerbated by cascading effects. The well-publicized blackout of 
1996 in the western grid of the United States that led to islanding and 
blackouts in eleven U.S. states and two Canadian provinces was estimated 
to cost $1.5 to $2 billion. The analyses that followed showed that the 
cascading blackout could have been prevented if 0.4% of the total load had 
been shed for about 30 minutes. This argument further reinforces the 
importance of distributed monitoring and control in efficiently processing 
local disturbances within a very tight time limit. 

To understand the origin and the nature of catastrophic failures and 
to develop defense strategies and technologies that significantly reduce the 
vulnerability of the power system infrastructure, SPID (Strategic Power 
Infrastructure Defense) was launched by EPRI and DoD as a research 
initiative. The most important concept of the SPID project was to provide 
self-healing and adaptive reconfiguration capabilities for power systems 
based on the contingency assessment. To achieve the objectives of SPID, 
power systems would need to set up a broad bandwidth communications 
infrastructure to support their operational requirements. The 
communications system for the self-healing purpose could include the 
substation automation network, wide area information network, and 
advanced IT technologies such as WDM and XML [Mak96]. An all-fiber 
network for the communications infrastructure is built based on IP over 
WDM. To achieve high reliability, innovative control and protection 
measures are provided for defense against various disturbances, and most 
of these measures require wide area distributed monitoring and control for 
power systems. 
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1.6 NECESSITY FOR DISTRIBUTED PROCESSING 

As we explained earlier, complex power system infrastructures are 
composed of highly interactive, nonlinear, dynamic entities that spread 
across vast areas. In any situation, including disturbances caused by natural 
disasters, purposeful attack, or unusually high demands, centralized control 
requires multiple, high-speed, two-way communication links, powerful 
central computing facilities, and an elaborate operations control center to 
give rapid response. However, a centralized control might not be practical 
under certain circumstances because a failure in a remote part of the power 
system can spread unpredictably and instantaneously if the remedial 
response is delayed. The lack of response from the control system can 
cripple the entire power system including the centralized control system, so 
the centralized control can very likely suffer from the very problem it is 
supposed to fix. For instance, in clearing a short-circuit fault, the 
centralized control may require the pertinent information transmitted by the 
faulted transmission line. 

In this situation a proper question is: What effective approaches 
can be employed to monitor and control a complex power system 
composed of dynamic, interactive, and nonlinear entities with unscheduled 
discontinuities? A pertinent issue is managing and robustly operating 
power systems with hierarchical and distributed layers. An effective 
approach in such cases is to have some way of intervening in the faulted 
system locally at places where disturbances have originated in order to stop 
the problems from propagating through the network. This approach is the 
essence of distributed processing. Distributed processing can greatly 
enhance the reliability and improve the flexibility and efficiency of power 
system monitoring and control. The attributes of distributed processing in 
power systems are discussed next. 

1.6.1 Power System Control 

The operation of modem power systems could be further optimized with 
innovative monitoring, protection, and control concepts. Generally, a 
power system operator tries to achieve the highest level of reliability with 
limited available control facilities. To realize this objective, effective tools 
should be developed and include the assessment of the system 
vulnerability, mechanisms for the prevention of catastrophic failures, and 
distributed control schemes for large-scale power systems. Synchronized 
phasor measurements are very useful for monitoring the real-time state of 
power systems. The wide area measurements together with advanced 
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analytical tools using multi-agent theory, adaptive protection, and adaptive 
self-healing strategies could lead to major improvements in monitoring, 
contingency assessment, protection, and control of power systems [HeyOl]. 

With the aid of GPS (global positioning system), IEDs (intelligent 
electronic devices) are widely spread in a power system and synchronized 
to capture the system data; such synchronization gives an instantaneous 
snapshot of the real-time state of a power system. Suppose that the system 
is observable for control purposes, and that the system operator must find a 
means of optimal control for the system. If a potentially unstable power 
swing is recognized before its occurrence, corrective control actions must 
be taken within a very short time period to bring the system back to a stable 
state. The WAN-based communications network provides the foundation 
for implementing these functionalities. 

1.6.2 Distributed Implementation 

Substation automation is the foundation of the power system’s distributed 
processing and control. Let us start with the distributed communications 
network for substation automation. Advanced computer and network 
techniques facilitate the substation automation. A substation automation 
system requires a large amount of equipment supported by an efficient 
communications system. Specifically, substation automation includes the 
following aspects: 

Automation of data (i.e., analog and digital data) acquisition from 
various elements. Consolidated metering, alarm, and status information 
can greatly facilitate local operations. 

Automation of substation monitoring and control. The control 
hierarchy exists among control centers, local substations and IEDs. 

High availability and redundancy. Substation automation must meet 
the “no single point of failure” requirement. 

Substation automation demands high-speed, real-time 
communication links between field and station units. Current and voltage 
signals sampled by data acquisition units at the field are transmitted to the 
station within a few milliseconds for the online protection and control. 
Data communication via fiber optical media has robustness against 
electrical magnetic interference. 
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As shown in Figure 1.4, the substation communications network is 
divided into three levels. 

Level 1 involves IEDs connected to equipment. Protection IEDs report 
equipment status and execute protection algorithms. Control IEDs 
function as gateway between substation servers and protection IEDs. 

Level 2 consists of a substation server. All monitoring and control 
operations are performed through this server. Besides, the substation 
server also communicates with the control center for the information 
exchange. 

Level 3 is the utility control server. This utility control server monitors 
and controls the whole substation. Different LAN systems are adopted 
for substation automation. 

* I  
Level 1 : Control IEDs 

Figure 1.4 Substation Communication Network 

When implemented in a distributed manner, the operations of 
IEDs, communications network, and host computers are separated so that a 
failure in the host computers would have no effect on the operation of other 
devices. All data available on the communication network are shared by all 
IEDS. A legacy SCADA can still function by using gateways that act as 
protocol translators. Some legacy IEDs may still be useful in such an 
integrated environment. 

Some protection schemes use hard wires and wired logics to 
implement their protection schemes; the current peer-to-peer 
communications allow information transfers using virtual inputs and 
outputs. Any devices can define a virtual interface linked to an object in 
another IED. The linkage would be specified by an IED address, the 
object’s name, the object’s type, and security. The requesting device gets 
access to the desired object either by a request, as states change, or 
periodically. Since plant control requires a high degree of reliability, 
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provision is made to implement redundant communications from IEDs and 
provide support for a redundant LAN. 

1.6.3 State Monitoring Based on GPS 

In recent years, synchronized phasor measurements based on GPS have 
received wide applications in power systems. Phasor measurement units 
can compute positive sequence voltages as frequently as once per cycle of 
the power frequency. These measurements, when collected to a central 
location, can provide a coherent picture of the system’s state and this is the 
starting point for most system monitoring, contingency assessment, 
protection, and control processes. 

Power grids critically depend on information and sensing 
technologies for system reliability, operation, protection, and many other 
applications. In a restructured power system, this dependence has increased 
with the appearance of new information infrastructures, including OASIS, 
wide area measurement systems, and low earth orbit-based satellite 
communications systems. With regard to its functions, this infrastructure is 
a double-edged sword. On the one hand, it provides critical support for 
system monitoring, measurement, control, operation, and reliability. On the 
other hand, it also provides a window of accessibility into power grids for 
external agents with malicious intents. These external agents could 
purposely sabotage the grids to cause catastrophic failures. 

1.7 VERTICALLY INTEGRATED POWER SYSTEMS 

1.7.1 Central Control Center 

The CCC (central control center)2 is like the eye and the brain of a 
vertically integrated power system for online monitoring and control of the 
system operation and reliability. To implement the functions of CCC, all 
online measured data, including voltages and active and reactive load flow, 
are required to be transmitted to CCC in a very tiny time limit. Because 
large amounts of data are to be processed in real time, such a mechanism 
for data processing needs a high-performance computing machine at CCC, 
except for a reliable communications system. With more and more 
functionalities deployed to support the operation of power systems at CCC, 
the computational burden of CCC becomes heavier, and many CCCs have 

Also called CDC (central dispatching center) 2 
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to expand their hardware and software facilities to meet online 
requirements. 

1.7.2 Area Control Center 

The ACC (area control center) is charged with monitoring and control of 
the regional power system. The function of ACC is quite similar to that of a 
CCC. The difference between these two is that a CCC monitors and 
controls the entire power system whereas an ACC is only responsible for 
the monitoring and control of a regional system. With the aid of a number 
of ACCs, the computational burden of CCC can be greatly reduced. In 
addition, this structure can provide a large saving on capital investment for 
the construction of expensive long-distance communication links. Actually, 
in most power systems, ACCs appeared prior to CCCs because most CCCs 
of large-scale power systems are the results of a merger of several regional 
power systems that were previously monitored and controlled by ACCs. 
Most ACCs became the satellite control centers of CCCs after CCCs were 
formed. Currently the definition of a control area and the functions of an 
ACC are being reexamined by the NERC Control Area Criteria Task 
Force. 

1.7.3 SCADNEMS 

Both CCC and ACCs perform their monitoring and control through 
SCADA/EMS (supervisory control and data acquisition/energy 
management system) that are installed at these centers. SCADA is mainly 
responsible for remote measurements and control; EMS represents a set of 
senior online applications software for power system optimization and 
control. 

Rapid developments in computer networks and communications 
technologies have profoundly affected the power system operation in the 
last two decades. With the aid of high performance computers, senior EMS 
applications - such as online state estimation (SE), load flow (LF), optimal 
power flow (OPF), load forecast (LF), economical dispatch (ED), dynamic 
security assessment (DSA), and restoration strategy (RS) - have become 
practicably applicable, and the utilization of these applications has greatly 
improved the performance of power system operation and finally brought 
along huge economic benefits to electric utilities. 
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CCC Online Monitoring and Control 

Figure 1.5 depicts specific functions of the SCADNEMS system. 
SCADA collects measurement data of power system via dispersed RTUs 
(remote terminal units). 

-> 
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Figure 1.5 Function Structures of SCADNEMS 

There are two kinds of measurement data: one is the digital data 
that describe the status of breakers and switches, and the other is the analog 
data that represent power injections and the voltage level at a certain bus. 
These measurements data are “raw” because they are not creditable enough 
to be applied directly, meaning there could be errors in them caused by 
modulation, demodulation of communication signals, or by some random 
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disturbances. State estimation is the software that can turn these “raw” data 
into “credible” data through error correction. According to Figure 1.5, state 
estimation is the basis of other senior applications of EMS. We will study 
the state estimation problem in detail in Chapter 7. 

The traditional EMS exclusively had a centralized structure, but 
since 1980s, with advancements in the automation of distribution, the trend 
has been toward extending the computer control to the customer level and 
to provide other services such as energy price and load management for 
customers. In order to realize these control functions, a complicated and 
expensive communications system had to be constructed. CCC had to be 
equipped with a high-performance computing machine because the data 
transmitted to CCC are processed in real time. Even so, some EMS 
applications such as state estimation would have difficulties in meeting 
rigid time requirements for online power systems computation and control. 

1.7.4 Distributed Web-Based SCADA Systems 

The SCADA system employs a wide range of computer and 
communication techniques. The SCADA system collects real-time 
operation data that are geographically distributed in power systems. Most 
commands for controlling the system are also issued through the SCADA 
system. Besides its organizational hierarchy, the SCADA system is mostly 
characterized by its geographical spread. The system operator would need 
to exchange information with other entities, while some of the exchanges 
would mostly require data security but are not quite time critical. Because 
www browsers integrate various communication services into one user 
interface, www provides a convenient, low cost, and effective way for 
information exchange, including access to SCADA information. This 
scheme can be implemented on the clientlserver architecture. 

1.7.5 Distributed Energy Management Systems 

Since the rapid advancement of computer and communication technologies 
in the late 1980s, there has been a trend to optimize and control power 
systems in a distributed manner. The strict requirements for modem power 
system operations are promoting the EMS design toward a DEMS 
(distributed energy management systems) architecture. DEMS is a large 
and complex computation and control system based on WAN that is 
composed of computers at CCC and ACCs. In DEMS, CCC and ACCs are 
geographically distributed in a wide area that can be hundreds and even 
thousands of miles long and wide. The computers at CCC and ACCs could 
be heterogeneous and connected through various communication media. 
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The hierarchical structure of DEMS is depicted in Figure 1.6. All 
ACCs are under the control of CCC. An ACC will communicate with CCC 
and its neighboring ACCs when necessary. In this regard, the 
communications system is most important to DEMS. The characteristics of 
data communication between CCC and ACCs will be discussed in Chapter 
2. 

Each EMS component of DEMS functions independently to 
monitor and control its own local system, and in some cases, they may be 
required by CCC to work together to solve a common task, for instance 
online load flow or state estimation computation for the entire system. 

The optimization and control functions of an ACC will be fewer 
and less complicated than those of CCC because the size of a control area 
is usually much smaller than the entire system. For instance, most ACCs 
execute a simple state estimation and load flow computation but are not 
responsible for the stability analysis. Furthermore, an ACC could probably 
have some SACCs (subarea control centers). 

Figure 1.6 DEMS Structures 
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1.8 RESTRUCTURED POWER SYSTEMS 

1.8.1 GENCOs, TRANSCOs, and DISTCOs 

Since 1990s, power industries around the world have been experiencing a 
period of restructuring. Traditional vertically integrated utilities have been 
required by law to dissect themselves into three independent entities: 

Power producers (GENCOS), which are responsible for the power 
supply in a restructured power system. 

Transmission providers (TRANSCOs), which are responsible for 
transmitting and wheeling the bulk energy across power grids of a 
restructured power system. 

Bulk power consumers (DISTCOs), which buy power in bulk from a 
power marketplace and distribute power to customers. 

0 

GENCOS, TRANSCOs, and DISTCOs can get useful information 
from OASIS to help them make decisions or even adjust market behavior 
according to spot prices. A special form of power trading in restructured 
power systems is that transactions are made through schedule coordinators 
(SCs) outside the power marketplace. This scenario happens when 
GENCOs and DISTCOs sign bilateral contracts for energy transactions. 
The activities of individual participants of restructured power systems 
would require the approval of the regional IS0 before their activities can 
be practically realized. The relationships of market participants of a 
restructured power system are shown in Figure 1.7. 

1.8.2 IS0  

The centralized optimization and control of traditional CCCs cannot meet 
many new functions and requirements arising with the restructuring of 
power systems. Hence, as required by FERC Order 889, CCCs are replaced 
by an IS0 in restructured power systems. An IS0 is a nonprofit 
organization with a primary responsibility for maintaining the reliability of 
grid operation through the coordination of participants’ related activities. 
An IS0 is established on a regional basis according to specific operating 
and structural characteristics of regional transmission grids. 

There could be some differences among the responsibilities of 
ISOs. However, their common goal is to establish a competitive and 
nondiscriminatory access mechanism for all participants. In some systems, 
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the IS0 is also responsible to ensure efficient power trading. An IS0 has 
the control over the operation of transmission facilities within its region 
and has the responsibility to coordinate its functions with neighboring 
control areas. Any IS0 should comply with all the standards set by NERC 
and the regional reliability council. 

GENCOs w 

I GENCOs, DISTCOs, and TRANSCOs I 
Figure 1.7 Energy Transaction in Restructured Power System 

A critical task for an IS0 is the transmission congestion 
management including the collection and distribution of congestion 
revenues. When transmission congestion occurs, the IS0 calls for 
adjustments of generation and demand to maintain the system reliability. 
During the process of mitigating transmission constraints, an IS0 is used to 
ensure that proper economic signals are sent to all participants and to 
encourage an efficient use of resources capable of alleviating congestion. 
Under emergency circumstances, an IS0 is authorized to dispatch any 
available system resources or components. 

In some restructured power systems, like the California power 
system, the IS0 does not have a responsibility to execute optimal power 
flow (OPF), economic dispatch (ED), and so on. However, in other 
restructured power systems, like the PJM power system or the New 
England power pool, the IS0 will perform some of these tasks. Compared 
with a CCC, the IS0 has many new functions, including the congestion 
management and the ancillary services auction, in order to meet 
restructuring requirements. The typical EMS monitoring and control 
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IS0 Online Monitoring and Control 

functions of an IS0 in a restructured power system are depicted in Figure 
1.8. 

3 

The IS0 is not responsible for generation dispatch, but for 
matching electricity supply with demand. An IS0 should control the 
generation to the extent necessary to enhance reliability, optimize 
transmission efficiency, and maintain power system stability. 

Power System Measurement 
and Control Facilities 

Telecommunication Control Commands 

(I) 

W 
E 

Measurement Data Telecommunication 

. . . . .. .... . ..... ..... ..... . . . . . . . . . . , . . . . .. .. . , . . .__. .___. . 

Figure 1.8 EMS Functions of IS0 

To maintain the system integrity, an IS0 is responsible for 
acquiring necessary resources to remove transmission violations, balance 
the system in a second-to-second manner and maintain the system 
frequency at an acceptable level. 
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To comply with the FERC Order 889, an IS0 is responsible for 
maintaining an electronic information network, that is, OASIS, through 
which the current information on transmission systems is made available to 
all transmission system providers and customers. Some capacity services 
should be contracted by the IS0 with market participants in case they are 
not provided on OASIS. These services include operating reserves, reactive 
power and frequency response capability, and capacity to cover losses and 
balancing energy. To make these services available, the IS0 contracts with 
service providers so that these services are available under the ISO’s 
request. Usually, the IS0 chooses successful providers based on a least- 
cost bid. 

An IS0 will face the same problem as a traditional CCC for 
monitoring and control of a large-scale power system. Inspired by the 
DEMS architecture in vertically integrated power systems, the ISO’s 
optimization and control could also be implemented in a distributed 
manner. In the New England Power Pool, the IS0 has SCCs (satellite 
control centers) for monitoring and controlling local areas of the 
interconnection. Figure 1.9 shows the architecture for distributed 
optimization and control of an ISO, which is quite similar to the DEMS 
architecture depicted in Figure 1.6. 

-( ISOEMS )* 

SCC EMS 

Figure 1.9 Architecture of Distributed IS0 
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1.8.3 OASIS 

In its Order 889, FERC mandated the establishment of OASIS. The IS0 is 
responsible to post certain metering data and market clearing information 
such as ATC (Available Transmission Capacity) or TTC (Total 
Transmission Capacity) on the OASIS. Each TRANSCO is also required to 
establish an OASIS node alone or with other TRANSCOS, and update its 
information about ATC for further commercial activities on its OASIS 
node. As shown in Figure 1.10, all customers can access the OASIS, using 
Web browser to reserve transmission capacity, purchase ancillary services, 
re-sell transmission services to others, and buy ancillary services from third 
party suppliers. Services offered by the OASIS could differ from one 
market to another. 

To a certain extent, the success of the restructuring of power 
industries is attributed to the rapid development and wide application of 
communication and computer network techniques. The Internet has made it 
possible for participants to access necessary data almost instantly from 
OASIS. Besides, energy trading relies heavily on the Internet; for instance, 
GENCOs and DISTCOs submit bidding prices to the PX (power exchange) 
through e-mails. Likewise, they can reserve transmission rights from 
TRANSCOs. All these behaviors assume that communications among 
participants are fast and reliable. 

OASIS 

a 

V 
GENCOs DISTCOs TRANSCOs & GENCOs 

Figure 1.10 OASIS 
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1.8.4 RTO 

According to the FERC Order 2000, published in November 1999, energy 
transmission organizations of power systems are required to participate in 
RTOs. A region is a collection of zones, and there can be more than one 
IS0 in one region. The purpose of establishing RTOs is to get rid of 
discriminatory transmission practices and eliminate pancaked transmission 
prices. The formation of an RTO should make energy transmission more 
fluid in the region. 

According to the FERC Order 2000, an RTO has the following 
four minimum characteristics: 

Independence: All RTOs must be independent of market participants. 

Scope and Regional Configuration: RTOs must identify a region of 
appropriate scope and configuration. 

Operational Authority: An RTO must have an operational authority for 
all transmission facilities under its control and be the NERC security 
coordinator for its region. 

0 Short-Term Reliability: RTOs must have exclusive authority for 
maintaining the short-term reliability of its corresponding grid. 

0 

An RTO is also required by FERC to have the following eight fundamental 
functions. 

Tariff Administration and Design: An RTO is the sole provider of 
transmission services and sole administrator of its own open access 
tariff, and as such must be solely responsible for approving requests for 
transmission services, including interconnection. 

Congestion Management: It is the RTO’s responsibility to develop 
market mechanisms to manage congestion. 

Parallel Path Flow: An RTO should develop and implement procedures 
to address parallel path flow issues. It directs RTOs to work closely 
with NERC, or its successor organization, to resolve this issue. 

Ancillary Services: An RTO must be the provider of last resort of all 
ancillary services. This does not mean the RTO is a single control area 
operator. 
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OASIS, TTC and ATC: An RTO must be the single OASIS site 
administrator for all transmission facilities under its control. FERC 
requires RTOs to calculate TTC and ATC based on data developed 
partially or totally by the RTO. 

Market Monitoring: An RTO must perform a market monitoring 
function so that FERC can evaluate and regulate the market, despite 
many concerns about the RTO intruding into the markets. 

Planning and Expansion: An RTO must encourage market-motivated 
operating and investment actions for preventing and relieving 
congestion. 

Interregional Coordination: An RTO must develop mechanisms to 
coordinate its activities with other regions whether or not an RTO 
exists in other regions. The Commission does not mandate that all 
RTOs have a uniform practice but that RTO reliability and market 
interface practices must be compatible with each other, especially at 
the “seams.” 

According to the FERC proposal, RTOs should have an open 
architecture so that RTOs can evolve over time. This open architecture will 
allow basic changes in the organizational form of the RTO to reflect 
changes in facility ownerships and corporate strategies. As to the 
organizational form of an RTO, FERC does not believe that the 
requirements for forming an RTO favor any particular structure and will 
accept a TRANSCO, ISO, hybrid form, or other forms as long as the RTO 
meets the minimum characteristics and functions and other requirements. 

The initial incentive to establish RTOs was to promote regional 
energy transactions, however, it is also clearly specified in the Order 2000 
that an RTO should be responsible for the cooperation with its adjacent 
RTOs. In this sense, RTOs should also act as bridges connecting adjacent 
regions. Obviously, RTOs can cooperate to monitor and control the 
security operation of the “seams” tie lines that are interconnecting regions. 
The ultimate or ideal control form of these “seams” is transactions without 
difference. 

It is assumed that there will be only one RTO in a region. 
However, there can be more than one IS0 in each region. There can be 
overlaps in the RTO’s functions and those of its subsidiary ISOs, and this 
is why ISOs are expected to function as TRANSCOs. An RTO can also 
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take the form of a TRANSCO or the combinatory form of an IS0 and 
RTO. Figure 1.1 1 depicts the control hierarchy for an RTO. 

I RTO I 

Figure 1.1 1 Control Hierarchy of RTO 

As shown in Figure 1.1 1, when an RTO is set up in a control area 
that is composed of a number of ISOs, it has the responsibility to 
coordinate all subordinated ISOs. The RTO is responsible for monitoring 
and controlling the entire system, and must focus on the security 
monitoring of tie lines between zones. In such a structure, an ISO’s 
satellite control center monitors and controls a designated zone of the 
system. 

Regardless of the locations of RTO boundaries, it is important for 
neighboring RTOs to cooperate for reliability/operations purposes. There 
are two kinds of seam issues: reliability practices across seams and market 
practices across seams. For reliability/operations purposes, there can be a 
set of regions within a larger region for rates and scheduling. 
Theoretically, a super RTO may be required to operate and coordinate 
inter-RTO activities. Practically, it is not of much significance to set up 
such a super RTO because, in most cases, the coordination of neighboring 
RTOs can be realized through reciprocity agreements, which may be easier 
to achieve than having all RTOs in an interconnection, agree to form a 
super RTO. In some cases, determining RTO boundaries is less important 
than ensuring that seams do not interfere with the market operation. 
Accordingly, adjacent RTOs may be required to adopt consistent methods 
for pricing and congestion management to encourage seamless trading. 
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1.9 ADVANTAGES OF DISTRIBUTED PROCESSING 

As contemporary power systems become more complex, distributed 
processing (i.e., distributed computation, monitoring, and control) will 
provide a feasible means for power system operators to manage the system 
efficiently within a limited period. Usually, the first step in implementing a 
distributed optimization and control is to divide the entire power system 
into a number of control areas, and then set up a lower level control center 
for each control area. This hierarchical and distributed monitoring and 
control scheme has many advantages over the centralized control, 
especially when the system is in an emergency state. Compared with the 
centralized processing, distributed processing will not only enable large 
capital investment for communications systems but also be more reliable, 
flexible, economical, and efficient. These attributes are discussed next. 

1.9.1 Enhanced Reliability 

Centralized control requires all data to be transmitted to the control center 
within a stringent period. The implication is that communication 
components of the system should function properly; otherwise, CCC would 
fail. For instance, if a major communication linkage to CCC is 
malfunctioning and a major power plant data cannot be transmitted to 
CCC, the EMSISCADA at CCC would not be able to hnction properly. 
Should this occur, the distributed control would enhance the reliability of 
power system monitoring and control. The distributed control would first 
divide the entire system into several control areas, each with one control 
center that is responsible for the real-time monitoring and control of its 
control area. The disturbances in individual control areas then would be 
processed locally in order to minimize its impact on other control areas. 

When an area control center is malfunctioning due to a purposeful 
attack, or damaged by earthquake, its neighboring control centers in the 
same hierarchical layer can take over the functions of the faulted control 
center. This scheme was the original incentive for promoting distributed 
processing. There are a few control centers in distributed areas for the 
monitoring and control of the entire system that function as coordinators of 
control centers. However, as most random disturbances are processed 
locally, the burden of upper level control centers is greatly reduced and the 
reliability of the monitoring and control for the entire system is largely 
enhanced when less information is required by the upper level control 
centers. 
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1.9.2 Enhanced Flexibility 

A good strategy for the monitoring and control of large-scale power 
systems is to process the regional problems locally. If every problem, no 
matter how serious, needs to be processed by the centralized control center, 
the centralized control center can be overwhelmed by trivial affairs and 
may overlook the most serious issues. What is more, stringent time 
requirements of power system operation do not allow a centralized control 
center to function properly in many occasions. With distributed control, 
disturbances occurring in a control area will be processed by the local area 
control center. Correspondingly, the upper level control center intervenes 
in handling disturbances that may affect more than one control area. With 
most of the disturbances solved locally, the upper level control center will 
have better chances of focusing on serious disturbances. 

1.9.3 Economy 

An outstanding drawback of centralized control is that it needs to build a 
complex communications system to reach the entire power system. For that 
reason, entire data are sent to the centralized control center, no matter how 
far the location of the data collection is from the centralized control center. 
This process requires a massive amount of long distance communication 
links and a large capital investment on communication systems. A critical 
shortcoming of such complicated communications systems for centralized 
control is that a faulty communication link can cripple the entire 
EMS/SCADA system. 

With distributed control, the data in each control area are sent to 
the local area control center. So the communications system of an area 
control center is much simpler and the data communication distances are 
much shorter. Since there are a limited number of communication links 
between area control centers and the upper level control centers, large 
investments on communication systems can be saved. A partial saving can 
be used on establishing distributed control centers. However, we should 
bear in mind that the main purpose of distributed control is not to save 
money in building communication links but to enhance the reliability, 
flexibility, and efficiency of the power system monitoring and control. 

1.9.4 Higher Efficiency 

The centralized control center can easily become overwhelmed by a large 
number of tasks. Even if powerful computers are employed in centralized 
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control centers, it may be difficult to meet the rigid processing time 
requirements, especially in emergencies. 

The efficiency of power system monitoring and control should be 
greatly improved with distributed control. In distributed control, the task of 
power system monitoring and control is divided into a number of subtasks, 
accordingly to the number of control areas. These subtasks are processed 
concurrently in a distributed manner with the same number of computers at 
area control centers. With more computers to solve the same task, the 
efficiency is greatly improved. With the utilization of reliable, high-data- 
rate communication links and accurate time synchronization functions of 
GPS, a distributed computing system can reach the performance and 
efficiency of a parallel machine, even though a distributed computing 
system is geographically distributed in a vast area. 

1.10 FOUNDATIONS FOR DISTRIBUTED PROCESSING 

In addition to the advancement of computer and communication 
technologies, other techniques and theories have provided a substantial 
support for advancing the distributed processing in power systems. These 
techniques and theories include the agent theory, distributed management 
and control, adaptive self-healing, object-oriented modeling, and common 
information and accounting models. We discuss these techniques briefly 
next. 

1.10.1 Agent Theory Applications 

Agent Modeling 

Power systems are extremely complex and highiy interactive. They can 
be modeled as a collection of intelligent entities, that is, as agents that can 
adapt to their surroundings and act both competitively and cooperatively in 
representing the power system. These agents can range in sophistication 
from simple threshold detectors, which choose from a few intelligent 
systems based on a single measurement, to highly intelligent systems. The 
North American power grid is represented by thousands of such agents, 
and agent theory has already been applied to the decision-making and 
control of power systems. 

By mapping each component to an adaptive agent, a realistic 
representation of power system can be achieved. In practice, disturbances 
like lightning may last for a few microseconds, but the network’s ability to 
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communicate data globally may take much longer. Thus, each agent must 
be charged with real-time decisions based on local information. The 
adaptive agents could manage the power system using multilevel 
distributed control. These agents are to be designed with relatively simple 
decision rules based on thresholds that give the most appropriate responses 
to a collection of offline studies. Through its sensors, each agent receives 
messages from other agents continuously. If an agent senses any anomalies 
in its surroundings, several agents can work together, in a distributed 
manner, to keep the problem locally by reconfiguring the power system. In 
this sense, agents help prevent the cascading of power system disturbances. 
On the other hand, by simulating agent-based models, the power system 
operators can better understand the dynamics of complex inter-component 
and inter-system actions. 

The object-oriented method and hierarchies of simpler components 
can be used to model more complex components. For instance, a power 
plant agent is composed of a number of generator agents, thus creating a 
hierarchy of adaptive agents. The agent theory and technique is well suited 
for power system operation and control. Agents can assess the situation 
based on measurements from sensing devices and the information from 
other entities, and can influence the system behavior through sending 
commands to actuating devices and other entities. 

Agent Evolution 

Intelligent agents can be designed to have the capability to evolve; that is, 
they can gradually adapt to their changing environment and improve their 
performance as conditions change. For instance, a bus agent strives to stay 
within its voltage and load flow limits while still operating in the context of 
the voltages and flows that power system managers and other agents 
impose on it. In order to be aware of context and evolutions, an agent is 
usually represented as an autonomous active object that is equipped with 
appropriate intelligence functions. Evolutions are enabled through 
combining evolutionary techniques such as genetic algorithms and genetic 
programming. This way object classes are treated as an analogy of 
biological genotypes and objects are instantiated from them as an analogy 
of their phenotypes. When instantiating objects form individual agents, 
operations typical of genetic algorithms, such as crossover and mutation, 
can select and recombine their class attributes, which define all the 
potential characteristics, capabilities, limitations, or strategies these agents 
might possess. The physics specific to each component will determine the 
object-agent’s allowable strategies and behaviors. 
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Context-Dependent Agents 

Adaptive agents are known to take actions that drive the system into 
undesirable operating states. When the system is disturbed, agents could 
act as previously programmed, but the problem is that the pre-designed 
actions cannot be the best responses to a particular situation. It is better if 
for some instances the agents are cognizant of the context and recognize 
that the preprogrammed action is not be appropriate. 

Context-dependent agents are different from adaptive agents. In a 
context-dependent agent-based power systems, agents cooperate in their 
local operations while competing with each other in pursuing the global 
goal set by their supervisors. In a power system, local intelligent controllers 
represent a distributed computer that communicates via microwaves, 
optical cables, or power lines and limits their messages to the required 
information for optimizing the power grid that is recovering from a failure. 
This way, controllers become context-dependent intelligent agents that 
cooperate to ensure successful overall operation but act independently to 
ensure adequate performance. 

The application of context-dependent agents requires a dynamic 
and real-time computing system. This system of agents will provide timely 
and consistent contexts for distributed agents. For instance, in response to 
random disturbances that affect the dynamics of power systems, the 
security of power systems requires coordination among distributed agents. 
Correspondingly, event-driven real-time communication architecture will 
assemble relevant distributed agents into task-driven teams and provide the 
teams with timely and consistent information to carry out coordinated 
actions for maintaining the power system’s security. 

Multi-agent System 

MAS (multi-agent system) is a distributed network of intelligent hardware 
and software agents that work together to achieve a global goal. Although 
each agent is intelligent, it is difficult for individual agents to achieve a 
global goal for complex large-scale power systems. MAS will model a 
power system as a group of geographically distributed, autonomous, and 
adaptive intelligent agents. Each agent will only have a local view of the 
power system, but the team of agents can perform wide area control 
schemes through both autonomous and cooperative actions of agents. 
Certain kinds of coordination are necessary due to the autonomy of each 
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agent, since conflicts are possible among decisions and actions from a 
number of agents. 

The MAS of power grids is classified into cognitive and reactive 
agents. A cognitive agent has a complete knowledge base that comprises 
all the data and know-how to carry out its tasks and to handle interactions 
with other agents. The reactive agent, in contrast, is not necessarily 
intelligent but can respond to stimuli with a fast speed. As depicted in 
Figure 1.12, a MAS usually has three layers. The bottom layer (i.e., the 
reactive layer) performs preprogrammed self-healing actions that need 
immediate responses. This layer is distributed at every local subsystem and 
interfaces with the middle layer. The middle layer (i.e., the coordination 
layer) identifies which triggering event from the reactive layer is urgent 
based on heuristics. A triggering event will be allowed to go to the 
deliberative layer only if it exceeds a preset threshold. This layer also 
analyzes the commands to the top layer and decomposes them into actual 
control signals to the agents of the bottom layer. The top layer (i.e., the 
deliberative layer) prepares higher-level commands, such as contingency 
assessment and self-healing by keeping current with information from the 
coordination layer. 

Deliberative Layer 

J. t 
.1 t 

Coordination Layer 

Reactive Layer 

Figure 1.12 Layers of MAS 

The coordination layer has to compare the system models 
continuously between the deliberative and reactive layers because agents in 
the deliberative layer do not always respond to the current situation of the 
power system. Besides, it will update the current system model and check 
if the commands from the deliberative layer match the status of the system. 
When a command does not align with the real-world model, the 
coordination layer will ask the deliberative layer to modify the command. 
Sometimes events from the reactive layer contain too much information for 
the deliberative layer to process, or the commands from the deliberative 
layer might be too condensed for the agents in the reactive layer to 
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implement. Then deliberative layer must at the same time send more than a 
few control commands to the reactive layer. 

In the MAS of a power grid, the lowest layer consists of a number 
of reactive agents that can handle a power system from a local point of 
view to achieve fast and adaptive control. A number of cognitive agents are 
placed on the deliberative layer that can analyze and monitor the entire 
system from a wide area point of view. The agents in the reactive layer 
perform short-term planning, while the agents in the deliberative layer can 
plan for the long term. The agents in the deliberative layer can inhibit 
control actions and decisions initiated by the reactive layer for wide area 
control purposes. For instance, a generation agent may decide, based on its 
local view, to trip the generator. However, if reconfiguration agents in the 
deliberative layer based on the global view decide to block the tripping 
action, then the action of the generation agent will be inhibited. The 
deliberative layer does not always respond to the current state of the power 
system. Thus, decisions made by the deliberative layer might be 
inconsistent with current power system conditions. The coordination layer, 
therefore, continuously updates and stores the current state of the power 
system and verifies the plans from the deliberative layer with the current 
state of the power system. This coordination layer also examines the 
importance of events and alarms received from the reactive layer. 

Agents on different layers will communicate with each other. 
Agents on the same layer can further interchange their information. Each 
agent is endowed with a certain communication capability. The 
communication among agents is at a knowledge level that is quite similar 
to human communication. This kind of agent communication guarantees 
the openness and flexibility of MAS. For instance, the hidden-failure- 
monitoring agent on the deliberative layer identifies the sources of hidden 
failures and sends the results to the contingency assessment agent on the 
same layer. The contingency assessment agent calculates the contingency 
index of the system and broadcasts this index to other agents. Once the 
load-shedding agent receives the contingency index, the agent initiates a 
decision making process and provides load-shedding control actions. All 
communications among agents can be implemented through a dedicated 
intranet with potential access through the Internet. 

The innovative multi-agent approach makes use of the real-time 
information from diverse sources, and it has the potential to prevent 
catastrophic failures of large power systems. Based on the understanding of 
the origin and nature of catastrophic failures of power systems, a novel 
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multi-agent-based platform can be used to evaluate system vulnerability to 
catastrophic events by taking into account various environmental factors. 
Several new concepts associated with wide area measurements and 
controls, networked sensors, and adaptive self-healing are being used to 
reconfigure the network to minimize the system contingency. The objective 
is to provide useful solutions to interconnected power system networks. 

1.10.2 Distributed Management and Control 

Agent-based modeling is only a part of what is involved in capturing the 
level of complexity of the power system infrastructure. It is more important 
to know what will be happening based on the available measurements and 
to develop distributed management and control systems to keep the 
infrastructure robust and operational. The distributed management and 
control actions include the following: 

Robust control: Manages the power system to avoid cascading failures 
in the face of destabilizing disturbances such as enemy threats or 
lightning strikes. 

Disturbance propagation: Predicts and detects system failures at both 
local and global levels. Thresholds for identifying events that trigger 
failures are established. 

Complex systems: Develop theoretical foundations for modeling 
complex interactive power systems. 

Dynamic interactions of interdependent network layers: Create models 
that capture network layers at various levels of complexity. 

Modeling in general: Develops efficient simulation techniques and 
ways to create generic models for power systems; develops a modeling 
framework and analytical tools to study the dynamics and failure 
modes for the interaction of economic markets with power systems. 

Forecasting of network behavior and handling uncertainty and risk: 
Characterizes uncertainties in large distributed power networks; 
analyzes network performances using stochastic methods; investigates 
the mechanism for handling rare events through large-deviations 
theory. 
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1.10.3 Adaptive Self-Healing 

Adaptive self-healing is a novel idea that is used to protect power systems 
against catastrophes. To show this, we use an analogy that classifies the 
principles of the adaptive self-healing approach for power systems. 

When a certain disturbance occurs in a power system, its severity is 
assessed according to certain criteria. For instance, whether the disturbance 
can result in failures of the power system or communications system. In 
general, these criteria include three assessments: 

Degree of danger 

Degree of damage 

Speed of expansion 

If the disturbance causes failure of certain elements of a power 
system, it is determined whether the disturbance will affect only a small 
portion or a wide area of the system based on the operating conditions of 
the system. Just as the system determined the severity of the disturbance, it 
can determine whether the disturbance will damage equipment and result in 
a widespread blackout. After the extent of damage is specified, it is 
determined whether the effect of the disturbance is progressing or has 
ended. If the effect of the disturbance is progressing, the speed at which it 
would spread is determined. Once it is determined that the disturbance is 
affecting a wide area of the system, the self-healing idea will be invoked to 
contain the damage, which can be realized by breaking up the system into 
smaller parts and isolating the effect of the disturbance. The smaller parts 
can operate at a slightly degraded level. The entire system is restored once 
the effect of the disturbance is removed. 

This self-healing approach considers several aspects of a 
competitive restructuring environment. The self-healing includes abilities 
to reconfigure the system based on contingency analysis, to identify 
appropriate restorative actions to minimize the impact of an outage or 
contingency, and to perform important sampling that helps determine weak 
links in a power system. The self-healing features are developed because 
agents tend to be competitive. A number of analytical tools have been used 
to study the behavior of competing agents, and these analyses range from 
conventional time-domain analysis to artificial intelligence. 
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Global self-healing approaches for the entire system are realized 
using a DDET (dynamic decision event tree). The DDET is an extension of 
an event tree. An event tree is a horizontally built structure that models the 
initiating event as the root. Each path from the root to the end nodes of an 
event tree represents a sequence or scenario with an associated 
consequence. The DDET can trigger various self-healing actions, such as 
the controlled islanding, with boundaries changing with changes of 
operating conditions. The islanding can be triggered by using conventional 
out-of-step relaying or by using synchronized phasor measurements. 
Analytical techniques to determine appropriate islands based on the 
system’s topological characteristics can also be derived. When a 
disturbance occurs in the system, DDET will determine what self-healing 
action should be initiated 

1.10.4 Object-Oriented Modeling 

The popular object-oriented method has been widely utilized in 
information processing and computation programming, especially in the 
modeling of large-scale CASs (complex adaptive systems). An object is a 
physical entity or abstract concept in a general sense. An object model 
creates an independent representation of data, which makes is easy to 
visualize its local environment as well as its interaction with other outside 
elements. The physical representation is standardized by applying UML 
(unified modeling language); hence, object models can easily be shared 
with others. 

Object-oriented modeling also provides a way to standardize the 
information exchange between devices; for instance, the GOMSFE 
(general object model for substation and field equipment) standardized in 
UCA, contains models for metering, protection elements, control, security, 
and a host of other items. These models are based on what is perceived to 
be the most common elements found in IEDs. Hence, based on the 
GOMSFE, users can issue requests to IEDs for any standard object value; 
for example, a utility SCADA system can automatically request volts, 
amps, watts, vars, and status from IEDs without having any knowledge of 
the manufacturers of IEDs. 

1.10.5 CIM 

To reduce the cost and time needed to add new applications to EMS, and to 
protect the resources invested in existing EMS applications that are 
working effectively, in 1990 EPRI launched a project, named EPRI Control 

www.TechnicalBooksPDF.com



42 CHAPTER 1 

Center Application Program Interface (CCAPI) research project. The main 
goal of the CCAPI project was to develop a set of guidelines and 
specifications to enable the creation of plug-in applications in a control 
center environment. Essentially CCAPI is a standardized interface that 
enables users to integrate applications from various sources by specifying 
the data that applications could share and the procedure for sharing it. The 
essential structure of a power system model is defined as the Common 
Information Model (CIM) that encompasses the central part of CCAPI. 

CIM provides a common language for information sharing among 
power system applications. CIM has been translated into an industry 
standard protocol, called Extensible Markup Language (XML), which 
permits the exchange of power system models in a standard format that any 
EMS can understand using standard Internet andor Microsoft technologies. 
The North American Electric Reliability Council (NERC) mandates the use 
of this standard by security coordination centers to exchange models. 

The CIM compliance offers control center personnel a flexibility to 
combine, on one or more integrated platforms, software products for 
managing power system economy and reliability. This compatibility allows 
the personnel to upgrade, or migrate, their EMS systems incrementally and 
quickly, while preserving prior utility investments in customized software 
packages. It is perceived that migration could reduce upgrade costs by 40 
percent or more, and enable energy companies to gain strategic advantages 
by using new applications as they become available. 

1.10.6 Common Accounting Model 

The companies in a restructured power system have to process a large 
amount of electronic transactions as electricity is traded in the power 
market. Because most of these transactions span over multiple companies, 
it is hard to track electronic transactions within a single company. In order 
to achieve interoperability, the accounting object model, which is quite 
similar to power system elements models, is proposed and adopted. This 
model has a three-layer architecture that is widely used in IT (information 
technology) industries. The top layer is the exterrtal interface through 
which users view the system. The middle layer is the service layer, which 
performs computations and other services. The bottom layer is the actual 
data model. This model provides a focal point for all services and is 
especially useful for e-commerce of electricity. 
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1.11 ORGANIZATION OF THIS BOOK 

So far we have discussed both the conventional and the distributed 
structures of CCC, ISO, and RTO. Many optimization and control 
problems of power systems can be solved more efficiently in parallel and 
distributed manner. As mentioned in Section 1.1, most CCC, ISO, and 
RTO have a hierarchical and distributed structure. Modem computer and 
telecommunication technologies have provided substantial technical 
supports for hierarchical and distributed computation and control of power 
systems. Generally speaking, parallel and distributed processing can be 
utilized to solve the following problems: 

0 Hierarchical and distributed optimization and control of CCC, ISO, and 
RTO 

Parallel computation and control of large-scale power systems at CCC, 
IS0 and RTO levels 

Distributed computation of large-scale power systems based on a 
WAN composed of computers at ACCs, SCCs, or ISOs 

Distributed information exchange and energy transaction processing. 

0 

This book is intended to introduce parallel and distributed 
processing techniques that are applied to power system optimization and 
control. Power engineering professionals who are interested in this subject 
should find it a usehl reference book. The problems that are studied in this 
book include load flow, state estimation, external equivalence, voltagehar 
optimization and control, transmission congestion management, and 
ancillary services management. The chapters of this book are organized as 
follows: 

In Chapter 2, pertinent issues on parallel and distributed processing are 
reviewed briefly. Since the topic of parallel and distributed processing is 
very broad, this chapter is written with an assumption that readers will have 
some basic knowledge of parallel and distributed processing. 

In Chapter 3, the information system architecture in modem power system 
control centers is discussed. In particular, the discussion focuses on the 
real-time distributed processing of the IS0 and the RTO, which are based 
on the modem information system. 
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In Chapter 4, the infrastructure for applying parallel and distributed 
processing to power system is discussed. The main discussion is on the 
application of EPRI CIM (common information model). The applications 
of CIM to power system integration and control are presented and several 
examples are discussed. 

In Chapter 5 ,  parallel and distributed load flow algorithms based on MPI 
(message passing interface) and the application of COW (cluster of 
workstations) is discussed. Random data communication time delay is 
considered in the asynchronous distributed load flow computation. The 
mathematical analyses for the convergence of asynchronous load flow 
computations are discussed. 

In Chapter 6, parallel and distributed load flow algorithms for distribution 
systems are discussed. The applications of distributed generation in the 
modeling and the calculation of load flow are presented. Distributed 
distribution management systems (DDMSs) are analyzed with a few 
examples. 

In Chapter 7, parallel and distributed state estimation algorithms are 
discussed. State estimation i s  the most basic and the core function of an 
EMS, and its application to a restructured and highly distributed power 
system is presented. The convergence properties of asynchronous 
distributed state estimation are discussed. 

In Chapter 8, the distributed security analysis of power systems based on 
DEMS is discussed. The chapter presents a distributed model for the 
calculation of external equivalence. The applications of distributed security 
analysis in improving the operational performance of restructured power 
systems are discussed. 

In Chapter 9, the hierarchical and distributed voltage optimization and 
control are presented. The local properties of voltage control in a 
distributed power system are highlighted. The chapter analyzes the role of 
the ancillary services market in the distributed processing of power system 
operation and control. 

In Chapter 10, the agent theory is introduced. The applications of multi- 
agent theory to power system transmission management are discussed. It is 
shown that the MAS model provides a more flexible and efficient approach 
to congestion mitigation and management. 
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In Chapter 11, various techniques (e.g., PV, wind, and fuel cells) for 
distributed power generation and utilization are discussed. It is shown that 
the existence of multiple distributed generation units affect the operation 
characteristics and control of distribution systems. 

In Chapter 12, several advanced topics are presented, including the 
electronic commerce (e-commerce) of electricity, geographic information 
system (GIS) and global positioning system (GPS), for distributed 
processing of power systems. It is shown that the utilization of GIS and 
GPS techniques can greatly improve the operational performance of power 
systems. 

Figure 1.13 depicts an overview of the organization of topics in the book. 
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Chapter 2 

Parallel and Distributed Processing 
of Power Systems 

2.1 INTRODUCTION 

In this chapter we review a few pertinent topics on parallel and distributed 
algorithms and apply those topics to the parallel and distributed processing 
of electric power systems. Because the topic of parallel and distributed 
processing is very broad, we have written this chapter with the assumption 
that readers have some basic knowledge of parallel and distributed 
computation. 

There has always been a need for fast and reliable solutions of 
various large-scale engineering problems [Alo96, Car98, Fa195, Le96, 
WuF921. In recent years, rapid developments in computer and 
communication technologies have provided substantial technical supports 
for parallel and distributed processing of many problems that were very 
time-consuming when they were processed in the traditional sequential 
manner. Parallel computation is usually implemented on a parallel machine 
or a SAN (System area network); distributed computation, and control is 
generally based on LAN, WAN, or the Internet. 

The current restructuring of electric power systems provides a 
proper forum for parallel processing of various tasks. As designated by 
FERC, it is the ISO's responsibility to monitor the system reliability', and a 

Reliability of a system is interpreted as satisfying two major functions: adequacy 
and security. An adequate amount of capacity resources should be available to 

47 
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large amount of real-time information would need to be processed for 
performing related tasks. However, much of these data are controlled by 
self-interested agents (GENCO, TRANSCO, DISTCOS, etc.), and only a 
minute amount of time is available for the IS0 to perform the online 
monitoring and control of large-scale power systems. 

Traditional approaches to the centralized monitoring and control of 
power systems would not only need high-performance computers to meet 
rigid time requirements but would also need to build up expensive and 
complicated communication networks to transmit locally measured data to 
CCC (central control center). Another drawback of the centralized 
processing is that local faults or system malfunctions can affect the 
computation and control of the entire system. For example, online 
centralized computation cannot fully proceed if a data communication link 
is suddenly broken. In comparison, distributed processing not only can 
save a large amount of capital investment in communication networks but 
also limit the effect of local faults within the related local area. 
Furthermore, the rapid development of the Internet technology has created 
a credible mechanism for distributed processing. We have reason to expect 
that the Internet technology will thrive in power systems and provide a 
flexible and versatile foundation for distributed processing. 

The reliability of communication networks is crucial to the real- 
time monitoring and control of power systems. Hence, for some important 
communication links, in addition to a very strict routine inspection and 
maintenance, back-up communication facilities should be provided. 
Sometimes, however, even if the reliability of communication networks 
can be guaranteed, communication delays among control centers are 
difficult to predict. These time delays may be aggravated by many factors 
such as the imbalance in task allocations and differences in the computer 
performances of a distributed system. Communication delays may be 
mitigated when some communication systems are specifically designed for 
distributed processing. However, when communication delays between the 
IS0 and its satellite control centers are hard to predict, asynchronous 
distributed computation can be used instead of synchronous computation, 
although in most cases the latter exhibits better convergence performance. 

meet the peak demand (adequacy), and the system should be able to withstand 
changes or contingencies on a daily and hourly basis (security). 
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2.2 PARALLEL AND DISTRIBUTED PROCESSING 
SYSTEMS 

Parallel and distributed processing has been an intense research area for 
several decades. Although traditional supercomputers with a single 
processor are fast, they are extremely expensive and their performance 
depends on their memory bandwidth. With rapid advancements in 
computer and communication technologies, traditional supercomputers 
with a single processor are being gradually replaced by less expensive and 
more powerhl parallel and distributed processing resources. 

Over the past several decades, parallel and distributed processing 
techniques have evolved as a coherent field of computation. The main 
process for solving large-scale problems with these techniques can be 
outlined as follows: First, the problems are formulated for parallel and 
distributed processing. Second, specific parallel and distributed algorithms 
are developed for the solution of these problems. Third, the complexity and 
the performance of the algorithms are evaluated for measuring the accuracy 
and the reliability of the proposed solutions. Parallel and distributed 
systems are discussed next. 

2.2.1 Parallel Systems 

A parallel system represents the physical arrangement for parallel 
processing. There are two types of parallel system. One is a parallel 
machine, and the other is a computer network such as a SAN dedicated to 
parallel processing. Both types of parallel system comprise a number of 
processors that are closely coupled within a small physical space. There are 
many types of parallel machines available in the market. They include 
mainframes like Cray, generic parallel computers like SGI parallel 
machines, and specially constructed computers that are embedded with 
multiple processors. When a computer network is used for parallel 
computation, it represents a virtual parallel machine with all the computers 
on the network as processors of this virtual machine. 

Communication links between the processors of a parallel system 
are usually very short; for instance, the processors of a parallel machine are 
located on the same motherboard. The data communication between 
processors of a parallel system is assumed to be very reliable, and 
communication delays, if considered, are predictable. 
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The main intention of a parallel system is to speed up the 
computation by employing more than one processor at a time. In other 
words, the sole purpose of employing a parallel system is to obtain a fast 
solution by allowing several processors to function concurrently on a 
common task. 

2.2.2 Distributed Systems 

Quite similar to a parallel system, a distributed system is the physical 
arrangement for distributed processing. But unlike a parallel system, a 
distributed system is usually a computer network that is geographically 
distributed over a larger area. The computers of a distributed system are not 
necessarily the same and can be heterogeneous. A distributed system can 
be used for information acquisition; for instance, a distributed system could 
be a network of sensors for environmental measurements, where a set of 
geographically distributed sensors would obtain the information on the 
state of the environment and may also process it cooperatively. A 
distributed system can be used for the computation and control of large- 
scale systems such as airline reservation and weather prediction systems. 

The correct and timely routing of messages traveling in the data 
communication network of a distributed system are controlled in a 
distributed manner through the cooperation of computers that reside on the 
distributed system. The communication links among computers of a 
distributed system are usually very long and data communications over a 
distributed system are relayed several times and can be disturbed by 
various communication noises. In general, a distributed system is designed 
to be able to operate properly in the presence of limited, sometimes 
unreliable, communication links, and often in the absence of a central 
control mechanism. The time delays of data communication among 
distributed computers can be very difficult to predict, and this is especially 
true with a distributed processing, which has rigid time requirements such 
as voltage/VAR control in a power system. 

2.2.3 Comparison of Parallel and Distributed Processing 

Parallel processing employs more than one processor concurrently to solve 
a common problem. Historically the only purpose for parallel processing is 
to obtain a faster solution. Parallel computation can be performed in a 
parallel mainframe such as Cray, or in a parallel computer like Silicon 
Graphic Systems, or in a personal computer with multiple processors. Most 
vendors of parallel machines will provide parallel compilers for Fortran 
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and C/C+ with customers. Parallel languages such as OCAM are specially 
provided for some parallel computers like Transputers, although in most 
cases other computer languages such as high-performance Fortran and 
C/C+ can also be used for parallel computation in these machines. 

Because the dak  communication links among parallel computing 
systems are very short, data communication is usually assumed to be very 
reliable. Therefore, unless asynchronization is purposely introduced, 
parallel algorithms are generally designed to be totally synchronized. To 
guarantee that each iteration step is completely synchronized, each 
processor should not proceed for the next iteration until it has received all 
the data that are supposed to be transmitted by other relevant processors. 
Theoretically, when no approximation is introduced in parallelization, 
parallel algorithms should have the same convergence property as their 
serial counterparts. 

Although parallel computation solves problems in parallel, it still 
has a centralized manner when seen from outside the parallel system. This 
is because the entire system data have to be sent to the location of the 
parallel system. For instance, to implement the parallel state estimation, 
measurement data from all over the system would need to be sent to SCC 
for parallel processing. 

There are many approaches to parallel computation, among which 
the following two are currently the most popular: 

0 SMP (Share memory processing): SMP is usually used for parallel 
computation on parallel machines with multiple processors. There is no 
real data communication in SMP. All the data that need to be 
exchanged among participating processors will be stored in a 
designated memory block to which all participating processors have the 
right to access. The operating system of most parallel machines support 
the SMP application and the only requirement for SMP is that these 
parallel machines should have large enough memories to solve the 
problems. 

MPI (Message-passing interface): MPI is a protocol for data 
communication among processors. With MPI, the processors 
participating in parallel computation can store their data in local 
memories and then exchange them with other processors. See Section 
2.12 for further information. 
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Both parallel and distributed processing are based on the 
concurrency principle. Hence, in most cases, except when the parallel 
processing is implemented on a real parallel machine, these two terms can 
be applied interchangeably and generally denoted as parallel processing. A 
widely accepted distinction between these two processing techniques is that 
the parallel processing employs a number of closely coupled processors 
while distributed processing employs a number of loosely coupled and 
geographically distributed computers. In this sense, the distinction between 
these two techniques mainly depends on how system components are 
physically organized. Although distributed processing can be regarded as 
an extension of parallel processing, to avoid confusions, we use parallel 
processing and distributed processing distinctly in this book 

Parallel processing deals with problems in a centralized manner, 
which means the information to be processed needs be transmitted to the 
place where the parallel system is located. In contrast, distributed 
processing deals with the information in a distributed manner. For 
example, as depicted in Figure 2.1, generation and demand data of system 
buses will be gathered at the CCC when the system operator executes a real 
time parallel load flow program, which requires a complicated 
telecommunication network to transmit the data. As depicted in Figure 2.2, 
however, if the operator executes a distributed load flow program, 
generation and demand data at each bus are sent to the respective ACC 
rather then the CCC. 

Figure 2.1 Data Communication for Parallel Processing 
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Figure 2.2 Data Communication for Distributed Processing 

Unlike parallel processing which is performed on one machine, 
distributed processing is performance on a computer network. Usually a 
distributed system occupies a larger physical space than a parallel system. 
Some special distributed systems, for instance a DEMS, are distributed in 
an area, which could be hundreds, even thousands of miles wide and long. 
Some can even be based on the Internet. Under this situation the time for 
data communication among computers needs to be taken into account for 
some distributed algorithms, such as the distributed load flow based on 
DEMS. In some distributed systems the time for computation can even be 
shorter than the time for data communication among computers. 

The following two schemes are widely applied to distributed processing: 

File sever. A file sever can provide a data-sharing place for all 
computers on the same computer network. The data exchanges among 
these computers are realized by sharing a file on the server, which is 
quite similar to the memory block sharing of the SMP method. 
However, this file server scheme will have a low efficiency because the 
shared data file cannot be written by more than one user at a time. 

MPI. It is suitable not only for parallel computation but also for 
distributed computation [Ong02, Pac97, Sod02, Sta02, Vet021. See 
Section 2.12 for further information. There are two versions of MPI for 
distributed computation. One is the MPI for LAN composed of 
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personal computers and the other is for COW or WAN composed of 
Unix workstations. The performance-enhanced MPI protocol can be 
applied to the Internet. 

As we will see later in Chapter 3, the purpose of the parallel load 
flow computation is to acquire a fast solution. However, compared with the 
parallel load flow computation, the distributed load flow computation 
offers additional incentives such as an investment saving in building 
expensive communication networks as well as improvements in the 
performance of power system computation and control. 

2.2.4 Representation of Parallel and Distributed Systems 

Generally, the topology of a parallel or a distributed system can be 
represented by a graph G = (K E), where a node i of the graph corresponds 
to a processor of the system, and an edge (i, j )  indicates that there is a 
direct communication link between nodes i a n d j  in both directions. It is 
theoretically assumed that the communication can take place 
simultaneously on incident links of a node and in both directions. Let 
distance (i, j )  denote the length of the shortest directed path from node i to 
node j in G; otherwise distance (i, j )  = 0. The diameter of a parallel or a 
distributed system is defined as the maximum distance ( I ,  j ) ,  taken over all 
(i, j ) .  The diameter of a system can reflect the size of the system, and a 
large diameter of a distributed power system indicates that the distributed 
system spans over a large area. 

Parallel and distributed systems can take a variety of network 
topologies. For instance, parallel machines whose principal function is 
numerical computation could have a symmetrical topology as shown in 
Figure 2.3; while geographically distributed systems composed of CCC 
and ACCs could have an asymmetrical topology as shown in Figure 2.4. 

Figure 2.3 Topology of a Four-Processor 
Parallel Machine 

Figure 2.4 Distributed Power System 

www.TechnicalBooksPDF.com



PARALLEL AND DISTRIBUTED POWER SYSTEMS 55 

In general, the parallel and distributed algorithms design for an 
asymmetrical system is more difficult than that for a symmetrical system 
since the asymmetrical topology could add communication complexity to 
the algorithm design. 

2.3 PARALLEL AND DISTRIBUTED ALGORITHMS 

2.3.1 Classifications 

Parallel and distributed algorithms are classified according to the following 
attributes: 

0 Inter-process communication method. Parallel and distributed 
algorithms run on a collection of processors that need to communicate 
with each other effectively in order to accomplish a common task with 
a high efficiency. The generic communication methods for parallel and 
distributed processing include shared memory, message passing, and 
RPCs (remote procedure calls). The choice of the inter-process 
communication method depends mostly on the architecture of the 
processing system. The parallel computation implemented on a parallel 
machine at a power system control center can use shared memory and 
message-passing techniques. However, for the distributed processing 
of CCC, message passing and RPCs will be used for communications 
among computers. 

Timing model. A timing model is used to coordinate the activities of 
different processors for parallel and distributed processing. At one 
extreme of this model, all processors of the system are completely 
synchronous and thus perform communications and computations in a 
perfect lock-step pattern. At the other extreme, they are totally 
asynchronous and thus take steps at arbitrary speeds and in arbitrary 
orders. In between, a wide range of options can be considered under 
the designation of partially synchronous, where processors have only 
partial information about the timing of events. For instance, processors 
may be given bounds on their processing speeds. 

Generally, synchronization is easy to implement in a processing 
environment where the communication delay is predictable, while 
asynchronization is usually applied to scenarios where communication 
delays are more difficult to predict. Parallel processing of power system are 
designed to be synchronous because data communications among the 
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processors of a parallel machine or SAN are assumed to be reliable. 
However, the distributed processing of power system is usually designed as 
asynchronous because data communications delays between power system 
control centers are hard to predict. 

Although parallel and distributed systems are assumed to be 
reliable, distributed systems could face more uncertainties. These 
uncertainties could include independent inputs to different computers, 
several software programs executed simultaneously though starting at 
different periods and speeds, and possible computer and communication 
failures. In some cases, even if the software code for an algorithm is very 
short when it is executed in an asynchronous manner, there could be 
various modes in which the algorithm can behave. In this sense, it could be 
very hard to predict the process for executing an algorithm. This is quite 
different with the synchronous parallel processing for which we can often 
predict the behavior of the algorithm at every point in time. 

2.3.2 Representation 

Parallel and distributed algorithms can be represented by a DAG (directed 
acyclic graph) like G = (N, A), which is a directed graph that has no 
positive cycles, that is, no cycles with forward arcs exclusively. Suppose 
that N = { 1 ,. . ., INI} is the set of nodes and A is the set of directed arcs. 
Each node represents an operation performed by an algorithm, and a 
directed arc represents the relationship of data dependency. An arc (i, j )  E 

A indicates that the operation corresponding to nodej uses the results of the 
operation corresponding to node i. An operation can be either elementary 
or high level like the execution of a function. The DAG of a parallel or 
distributed algorithm can give the designer a very clear picture about the 
algorithm; it indicates the tasks that a processor performs and the data 
dependency of a processor at each step of processing; it is also very useful 
in an algorithm analysis and optimization. The DAG of a parallel or 
distributed algorithm is optimized before the corresponding program code 
is developed. To specify this point, we illustrate in Figure 2.5 the parallel 
computation of (xl *x2 + xl*x3 + x2*x3). 

In Figure 2.5, three processors are employed to compute the 
polynomial (xl *x2 + xl*x3 + x2*x3) in parallel. In the first step of the 
parallel computation, values of x l ,  x2, and x3, are assigned to processors 1, 
2, and 3 respectively; in the second step, processor 1 sends xl  to processor 
2 and receives x2 from processor 2. Similarly, processor 2 sends x2 to 
processor 3 and receives x3 from processor 3, and processor 3 sends x3 to 
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processor 2 and receives x2 from processor 3. Finally, the three processors 
perform the multiplication operation of X I  *x2, X I  *x3, and x2*x3 
simultaneously. In the third step, processor 1 and processor 3 send their 
computation results of x1*x2 and x2*x3 to processor 2, and the latter 
performs the summation of (xI*x2 + x1*x3 + x2*x3). 

Processor 2 

XI x2 x3 

xl*x2 +xl*x3 +x2*x3 

Figure 2.5 Parallel Computation of (xl*x2 + xl *x3 +x2*x3) 

The representation of distributed algorithms can become very 
complex when they are executed on a distributed and irregular network 
topology like that of a power system. This issue will be pursued further in 
Chapters 5 ,  6, and 7, where parallel and distributed load flow and state 
estimation of power systems are discussed in detail. 

2.4 DESIGN OF PARALLEL AND DISTRIBUTED 
ALGORITHMS 

Parallel and distributed algorithms are designed on the principle of 
concurrency and parallelism. As a strategy for performing large and 
complex tasks faster, concurrency and parallelism is done by first breaking 
up the task into smaller tasks, then assigning the smaller tasks to multiple 
processors to work on those smaller tasks simultaneously, and finally 
coordinating the processors. Parallel and distributed algorithms follow 
design methodologies that are quite similar. In general, the design of 
parallel and distributed algorithms is based on the following three steps: 

Task allocation 
0 Data communication 

Synchronization 
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These steps are discussed next. 

2.4.1 Task Allocation 

The first step for the parallel and distributed processing is to partition the 
initial task into smaller tasks and then allocate them to processors of the 
parallel or distributed system. For a given task, there are numerous task 
allocation options. For example, the load flow computation is to solve a 
group of nonlinear equations composed of n separate equations. The task 
allocation in parallel load flow algorithm design is to partition these n 
nonlinear equations into a number of smaller groups of equations, and then 
assign each group to one processor of the parallel machine. The number of 
tasks could be between 1 and n. There are as many as n (n + 1)/2 
partitioned solutions for the parallel load flow computation. 

In the distributed load flow computation, the task allocation mainly 
depends on the results of system partitioning, rather than the partitioning of 
load flow equations. The number of distributed algorithm tasks should be 
equal to the number of partitioned subareas, and subarea load flow 
computation tasks are assigned to the computers at each subarea. The task 
allocations for parallel and distributed load flow computation are depicted 
in Figures 2.6 and 2.7, respectively. 

f(x) = 

Procesor, \ 

Procesor, t.0 
Procesor, 

Figure 2.6 Task Allocation for Parallel Load Flow Computation 
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Power System Partitions 
at SACC, 

Figure 2.7 Task Allocation for Distributed Load Flow Computation 

Theoretically, we could group load flow equations arbitrarily for 
parallel computation; likewise, we could partition a power system 
arbitrarily into subareas for the distributed load flow computation. 
Practically, however, the number of tasks cannot exceed the number of 
available processors of the parallel machine at system control centers, and 
the number of subarea computers of the distributed system should represent 
CCC and SACCs of a power system. 

One important concern in the task allocation for parallel and 
distributed computation is to balance tasks among participating processors. 
As we will show later, load balancing is a major factor that affects the 
performance of parallel and distributed computation. To achieve the best 
computation performance, each processor’s load ought to be commensurate 
with its performance. For example, when processors of the parallel and 
distributed systems are homogeneous, an equal amount of task should be 
allocated to each processor, but when the processors of the parallel and 
distributed systems are heterogeneous, a heavier task should be allocated to 
the processors with higher performance. 

Compared with a parallel system, a distributed system usually has 
less freedom in its task allocation because most often the task allocation is 
restricted by other factors. For instance, in a parallel state estimation, a 
system operator could divide the system into several subareas arbitrarily. 
However, once the subarea control jurisdiction is set, the computation task 
will be allocated to each subarea at the same time. 
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2.4.2 Data Communication 

Data communication among processors becomes critical when a task is 
completed through the cooperation of a number of individual processors. 
Data communication in parallel and distributed processing facilitates the 
processors’ exchange of intermediate results. As was mentioned earlier, 
unlike the data communication among processors of a parallel machine, 
which is predictable, data communications in distributed processing is 
unpredictable. In this regard the data communication among computers 
becomes more problematic, which must be taken into account in the design 
of distributed algorithms. 

2.4.2.1 Data Communication Mechanisms 

The following two mechanisms are commonly used for data 
communication in parallel and distributed processing. 

0 Shared memory. Figure 2.8 shows that the data, which are to be 
exchanged among processors, in a shared memory block, will be stored 
in a designated common memory block, which will be accessed by all 
processors. Data communications are realized instantly and reliably by 
accessing this common memory block. Shared memory is mostly used 
for parallel processing as there are technical difficulties with its 
implementation in a distributed computer network. 

Message passing. Message passing is a communication protocol for 
transferring data from one processor (sender) to another (receiver). A 
message is transferred as packets of information over communication 
links or networks. Message passing requires the cooperation of sending 
and receiving processes. A send operation of message passing requires 
the sending processor to specify the location, size, type, and the 
destination of data. In addition, the associated receive operation should 
match the corresponding send operation. 

As shown in Figure 2.9, the sender can communicate directly with the 
receiver by using point-to-point message passing. A sender can also 
broadcast a message to all other members by using a one-to-all broadcast. 
In addition, any number of members can broadcast messages to all 
members at the same time by using an all-to-all broadcast call. 
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Figure 2.8 Shared Memory Communication Scheme 

Figure 2.9 Point-to-Point Message Passing 

The message passing offers two types of communication: blocking 
and non-blocking. A communication routine is blocking if the completion 
of the call is dependent on certain events. For senders, data must be 
successfully sent or safely copied to the system buffer space so that the 
application buffer that contains the data can be reused. For receivers, data 
must be safely stored in a receive buffer so that it can be used. A 
communication routine is non-blocking if a call is returned without waiting 
for the completion of any communications events. 

It is not safe to modify or use the application buffer after the 
completion of a non-blocking send. It is the programmer's responsibility to 
ensure that the application buffer is free for reuse. Non-blocking 
communications are primarily used to overlap computations with 
communications for gaining performance. Based on the blocking 
mechanism, the send operation of the message passing is classified into 
two types: synchronous and asynchronous sends. A synchronous send is 
completed only after the acknowledgment is received that the message was 
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safely received by the receiving process. An asynchronous send may be 
completed even though the receiving process has not actually received the 
message. To allow for an asynchronous communication, the data in the 
application buffer may be copied to/from the system buffer space. 

Message passing has been widely used for parallel and distributed 
processing. A message-passing application package includes a message- 
passing library, which is a set of routines embedded in the application code 
to perform send, receive, and other message-passing operations. Mature 
message-passing techniques include MPI (message-passing interface), 
PVM (parallel virtual machine), and MPL (message-passing library). 

Message passing mostly suits the distributed processing system 
where each processor has its own local memory accessed directly by its 
own CPU. By message passing, a distributed processor sends data to or 
receives data from all or some of the other processors. The data transfer is 
performed through data communications, which differ from a shared 
memory system that permits multiple processors to directly access the 
same memory resource via a memory bus. Message passing can also be 
used in place of a shared memory on a parallel machine. The choice of 
message passing or shared memory depends on the system architecture and 
requirements for the design of algorithms. Because the distributed 
processing of power system is essentially based on WAN, we use message 
passing for the distributed computation and control of power systems. 

2.4.3 Synchronization 

The coordination becomes essential when more than one processor works 
jointly on a common task. Synchronization is a mechanism that allows 
processors to wait at some predetermined time points for the completion of 
other processors’ computation. Synchronization provides an opportunity 
for cooperation, which can influence the solution and performance of 
parallel and distributed algorithms. Synchronization is considered based on 
the following three models: 

2.4.3.1 Synchronous model. In synchronous model, processors perform 
the computation steps simultaneously; in other words, processors complete 
computation and communication tasks in synchronous rounds. Suppose 
that two processors are employed to accomplish a common task and their 
synchronous model is as depicted in Figure 2.10. Synchronous computation 
can be applied in circumstances where communications are reliable and 
communication time delays among processors are predictable, if not 
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negligible. For instance, parallel algorithms such as the parallel load flow 
for a parallel machine is usually designed to be synchronous. One merit of 
the synchronous computation is that it can guarantee the convergence of 
computation, and generally, synchronous parallel and distributed 
algorithms have the same convergence characteristics as their serial 
counterparts. 

Communication and Data Communication 

Computation Step 

Processor 2 

Processor 1 

Time Direction 

Figure 2.10 Synchronous Computation 

2.4.3.2 Totally asynchronous model. A totally asynchronous model 
assumes that processors can exit certain steps arbitrarily and without any 
bounds on individual processors speed; in other words, a processor would 
not need to wait for any data transfer from other processors and can 
continue its computation with the existing information, though it might be 
outdated. The updated information will be used for computation 
immediately after it becomes available. As illustrated in Figure 2.1 1, there 
is no idle period in this model, and every processor proceeds with the 
computation until the common task is accomplished. 

The totally asynchronous algorithms are usually harder to program 
than their synchronous counterpart because of the chaotic behavior of the 
participating processors. Totally asynchronous algorithms are more general 
and portable because the totally asynchronous computation does not 
involve synchronization. In some cases, however, totally asynchronous 
computation cannot guarantee an efficient or even a correct solution of the 
problem. 

The totally synchronous model is usually utilized in circumstances 
where communication time delays among processors are hard to predict. If 
the synchronous model is employed in these circumstances, some 
processors may have to wait for a long time for data communication, which 
could result in a very low even impractical computation efficiency. The 
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distributed computation based on CCC and SACCs should be designed 
with an asynchronous model because time delays of data communication 
among power system control centers are usually unpredictable. 

Computation and Data Communication 

Computation Step 

Processor 1 

Processor 2 

1 2 I 3 4  

Computation Step 1 2 3  4 

Figure 2.1 1 Asynchronous Computation 

2.4.3.3 Partially synchronous model. A partially synchronous model 
imposes time restrictions on the synchronization of events. However, the 
execution of every component is not as lock-step as in the synchronous 
model. In a partially synchronous model it is assumed that a processor’s 
time step and message delivery time are between upper and lower bounds. 
Thus a partially synchronous model lies properly between synchronous and 
totally asynchronous models. A partially synchronous model represents one 
of the most realistic communication characteristics of distributed systems. 
The communication delays among power system control centers are hard to 
predict. However, in most cases, a communication delay has an upper 
bound, especially when data communications are performed on a dedicated 
WAN of a power system. 

A partially synchronous model has less uncertainty than a totally 
asynchronous model. However, this does not mean that a partially 
synchronous model is easier to program. On the contrary, a partially 
synchronous model is usually more difficult to program due to extra 
complications that may arise from the timing. Partially synchronous 
algorithms are often designed so that their performances depend on timing 
assumptions. Algorithms designed with information on the timing of events 
can be efficient, although they can be fragile and will not run correctly if 
timing assumptions are violated. 
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A simple and practical way to design parallel and distributed 
algorithms is to parallelize their serial counterparts. Parallel algorithms are 
usually designed to be synchronous. This is because data communications 
among processors of a parallel system are fast and reliable. It is more 
difficult to design distributed algorithms because of the existing 
uncertainties. However, distributed algorithms are supposed to work 
correctly even as certain components fail. 

2.5 PARALLEL AND DISTRIBUTED COMPUTATION 
PERFORMANCE 

2.5.1 Speedup and Efficiency 

The performance of a serial algorithm is usually measured by the 
computation time, but the performances of parallel and distributed 
algorithms are measured by their speedup and efficiency. To see this, 
suppose a particular parallel or distributed system with p processors or 
computers is chosen to solve a problem that is parameterized by an integer 
variable n. Further suppose that the algorithm terminates in time T,(n), and 
T,(n) denotes the time required by the best possible serial algorithm to 
solve the problem. Speedup describes the speed advantage of parallel and 
distributed algorithms, compared to the best serial algorithm, while 
eficiency indicates the fraction of time that a typical processor or computer 
is usefully employed. The speedup and efficiency are respectively defined 
as 

An ideal case is Sp(n) = 1 and E,(n) = 1. However, this ideal 
situation is practically unattainable because it requires that no processors or 
computers ever remain idle or do any unnecessary work during the entire 
computation process. A practical objective is to aim at an efficiency that 
keeps bounded away from zero as n and p increase. 

As we noted earlier, the main idea behind parallel computation is 
to obtain a solution at faster speed. For distributed computation, a faster 
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computation speed represents, in most cases, a partial objective as 
distributed computation can emphasize other issues such as the full use of 
distributed computing resources while the environment is more suitable for 
distributed computation. Nevertheless, it is a common goal of parallel and 
distributed computations to achieve a faster computation speed, and the 
speed up depends mainly on how parallel and distributed algorithms are 
designed. 

2.5.2 Impacting Factors 

The performance of the components of a parallel or distributed system can 
affect the performance of the entire system. To achieve a satisfactory 
computation performance, the behavior of the system components should 
be coordinated optimally in the algorithm design process. The computation 
performance of a parallel or a distributed algorithm can be affected by 
many factors, and among these, the following five factors are most critical. 

2.5.2.1 Load balancing. Load balancing means every processor 
participating in parallel and distributed computation has almost the same 
amount of computation task. This condition can cause each processor to 
arrive simultaneously at the preset synchronization point at every iteration 
and thus can greatly reduce the time waiting for data communication. 

Theoretically, load balancing refers to the distribution of tasks in a 
way that ensures the most time efficient parallel execution. If tasks were 
not distributed in a well-balanced manner, certain processors or computers 
would still be busy with their heavy tasks while others would be idling 
after completing their light tasks. According to the Amdahl’s law, the 
performance of such parallelization could not be the best because the entire 
computation process could be slowed down by those components with 
heavy computation burdens. 

To reach load balancing, processors are assigned to subtasks of 
similar size when they are homogeneous. For instance, in the design of the 
parallel load flow algorithm, shown in Figure 2.6, the subgroups of load 
flow equations should approximately have the same size. If all processors 
can finish their computation tasks designated for one synchronous round at 
the preset time for synchronization, the waiting time for synchronization 
could be largely reduced. In a system with heterogeneous processors, for 
instance, where most distributed systems are composed of heterogeneous 
computers whose computing power is quite different, the load allocation 
should include the computation of power differences for load balancing. 
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For instance, the subarea partitioning in Figure 2.7 should allow more 
powerful computers to take on larger subareas such that the distributed 
computation can be balanced algorithmically and better computational 
performance is achieved. 

2.5.2.2 Granularity. Granularity is defined as the ratio of the time of 
computation to that of communication for a parallel or distributed 
algorithm. Because parallelism can be pursued at different levels, parallel 
and distributed algorithms fall into two categories: fine-grain parallelism 
and coarse-grain parallelism. In fine-grain parallelism, the common task is 
divided into very small subtasks that are then allocated to many processors. 
Fine-grain parallelization is also called massively parallel processing, and 
can be implemented when sufficient computing resources are available. In 
coarse-grain parallelism, the common task is partitioned into fewer 
subtasks that are then allocated to several processors that are more 
powerful. Coarse-grain parallelism applies when only a limited number of 
computing resources are available. For instance, in a fine-grain parallel 
load flow algorithm, load flow equations are divided into many small sub- 
groups and each is assigned to a processor. In a coarse-grain parallel load 
flow algorithm, load flow equations are divided into a few sub-groups and 
each is assigned to a processor. 

Generally, the more processors that participate in parallel 
computation, the higher the communication overhead will be. Accordingly, 
fine-grain parallelism refers to a small granularity, while coarse-grain 
parallelism represents a large granularity. Fine-grain parallelism facilitates 
load balancing in a more precise way. However, when granularity is very 
fine the overhead required for communications and synchronization 
between tasks could take longer than the computation. Compared with the 
coarse-grain parallelism, the fine-grain parallelism has less opportunity to 
enhance the computation performance. The coarse-grain parallelism is 
typified by long computations between synchronization cycles, which 
implies more opportunities for enhancing performance. However, the 
coarse-grain parallelism will not support the load balancing precisely. 

In sum, the most efficient granularity depends on the algorithm 
requirements and the hardware environment in which the algorithm runs. 

2.5.2.3 Data dependency. Data dependency corresponds to the sequence 
of information usage. Data dependency exists when a processor needs 
additional information from other processors to proceed with its 
computation. Any data dependency inhibits the implementation of 
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ata Preparation Queuing 

parallelism and thus degrades the system computation performance. In 
most cases data dependency requires communication at synchronization 
points. For instance, in the parallel load flow computation, if processor i 
needs the information from processor j for its next step computation, but 
processor j is not able to provide this information as required, the 
component i will have to cease its computation momentarily. A proper way 
of reducing the redundant data dependency in parallel load flow 
computation is to allow nodes in each sub-group of equations to represent 
physically interconnected buses of a subarea of the power system. In this 
case the only information that needs to be exchanged is the state variables 
of boundary buses, which is analogous to the distributed computation of 
load flow, 

Transmission 

2.5.2.4 Communication features. The communication overhead of 
parallel and distributed computation depends largely on the given system's 
communication features. In this sense, communication features of the 
processing system affect the Computation performance. As shown in Figure 
2.12, the communication overhead generally represents the time for the 
following four communication steps: data processing, queuing, 
transmission, and propagation. The data processing time is the required 
time for preparing the information for transmission, such as assembling 
information in packets and appending, addressing, and controlling the 
information to the packets. The queuing time is the time that a packet 
spends while waiting to be transmitted. The transmission time is the time 
used for the transmission of the information. The propagation time is the 
time between the end of transmission of the information at the sending end 
and the reception of the information at the receiving end. 

Receiving Processor 
Sending Processor Propagation 

Figure 2.12 Data Communication Process 

Besides the latency, which can be thought of as the time required 
to send a zero byte message, communication overhead in parallel and 
distributed computation depends on two factors, one is the amount of data 
to be transmitted, and the other is the communication rate or bandwidth of 
communication links. For instance, the time t needed to send Z words 
between two components could be calculated as t = L + Z/W, where L is 
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the communication latency and W is bandwidth expressed in bits per 
second. 

The communication features of a given system are presumably set 
and so are difficult to change. However, we can decrease the 
communication overheads by reducing the size of the communication data. 
In addition, with the rapid development of computer and communication 
technology, broad bandwidth communication techniques have become 
available, and they provide a substantial level of support to distributed 
computation based on WAN in power systems. 

In some special cases where there are many data to be transmitted 
in parallel algorithms, it is generally assumed that data communication in 
parallel commutation are short and accurate; there is no fault in 
commutation among processors and communication expenses are 
negligible. The case is very different for distributed computation. In a 
distributed computing system, communication lines can become hundreds 
even thousands of miles long, and there are usually several communication 
relays in between. Thus the communication time cannot be neglected and 
should be taken into consideration, especially when the communication 
time is larger than the computation time in an iteration. 

2.5.2.5 Computer performance. The processors in parallel machines or 
computers with multiple processors are most often the same. If the 
processors are assigned well-balanced subtasks, they can obtain almost 
ideal synchronization and therefore a faster parallel computation speed. For 
distributed computation, the situation is quite different. Computers 
connected to a LAN or a WAN are usually heterogeneous, not 
homogeneous. Hence, even if they are assigned to well-balanced subtasks 
in synchronous distributed algorithms, many of the higher performance 
computers still have to wait for computation results of the lower 
performance computers, which generally lead to low computation 
efficiency. 

In sum, the computation performance can be affected by many 
factors that interact in a parallel or distributed algorithm. To achieve an 
ideal computation performance, the parallel and distributed algorithms 
design should aim at specific parallel or distributed systems, and take load 
balancing, granularity, data dependency, and communication features of 
the given system into account. For instance, to further reduce the 
synchronization penalty, the processors performance and communication 
delays would need to be considered in the task allocation so that the entire 
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system would be “algorithmically” balanced. To obtain an ideal 
synchronization, the communication time delay should be taken into 
consideration in the design of an algorithm. 

2.6 ITERATIVE PARALLEL AND DISTRIBUTED 
ALGORITHMS 

The iterative approach is the most general solution approach to many linear 
and nonlinear equations and is regarded as an efficient approach to parallel 
and distributed processing of a wide range of engineering problems. Many 
power system problems, such as load flow and state estimation, are well 
suited for an iterative solution. To lay a foundation for the parallel and 
distributed processing of power systems that will be discussed later in this 
book, we here describe a general iterative process for parallel and 
distributed computations. 

Suppose we intend to solve the following fixed point problem with 
either a parallel or a distributed system 

x = f ( X I  (2.1) 

where X E X C R ” ,  j X be the given sets, 

where m I n and X is the Cartesian product X = X, x X, x - 1 -  x X, . For 

any x E X, we write x = (xl ,x2 , - . . , x m )  where xi is the corresponding 

element of Xi , i=l,. . ., m. If f i  : X + Xi is a given function, we define 

function f :X +Xasf(x)=(f l (x) ,  f , ( x ) , . . . , f , ( x ) ) , V x ~ X .  The 

problem here is to find a fixed point on f such that x* E X  and 

x* = f ( x * ) .  Hence, 

R” . Let XI ,  X,, ... , X, 

x i  = J;. (xl ,..-, x m  ), Vi = l,... , m. (2.2) 

Equation (2.2) represents the component solution method of (2. l), which 
provides a basis for the distributed iterative computation proposed below. 

Suppose that there is an iterative method 
xi = x ( x , , - - . , x m ) ,  V i  = l , - - . ,m .  Letxj(t) represent the value ofx, at time 
t. Suppose that at a set of times T = {0,1,2,. . . one or more components xi 
of x are updated by some of the processors of the distributed system. Let 
Ti be the time at which xi is updated. We assume that the updated xi would 
not have an access to the most recent value of other components of x, then 
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where z;(t)  represents the time when the jth component becomes 

available at the updated xi(t) at time t. In addition z:(t) satisfies 

O < ~ : . ( t ) < t ,  Vt  E T .  For all times t P Ti, xi is fixed and 

xi (t + 1) = xi ( t ) ,  Vt P= Ti. In such a distributed environment there is no 
requirement for a shared global clock or synchronized local clocks of 

processors. The time difference (t - Z: ( t )  ) is viewed as a communication 

delay. To give a specific description on synchronization we introduce the 
following assumptions. 

Synchronous assumption: For any i, there is 2;. ( t )  = t ,  Vj.  

Totally asynchronous assumption: Suppose Ti is indefinite and 
{ t k }  is an definite sequence of T'elements we have 

lim Z: ( tk  = 00, ~ j .  
k-tm 

Partially asynchronous assumption: Suppose there is a positive 
integer M, and for each i and t =0, {t, t +Z ,  ... , t+M-l} will have at 

least one element which belongs to Ti ; for all i, and V t E Ti, there is 

Then for all i and V t  P Ti , there is 

z ) ( t ) = t  

The distributed iterative method (2.3) could be a synchronous, 
totally asynchronous, or partially asynchronous iterative algorithm using 
the respective synchronous, totally asynchronous, or partially asynchronous 
categories discussed earlier. Some asynchronous algorithms have a faster 
computation speed than their synchronous counterparts because they are 
not required to cease for synchronization [Ber89]. 
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The iterative parallel and distributed load flow and state estimation 
algorithms, which will be discussed in detail in Chapters 5 ,  6 and 7, are 
designed according to the iterative model above. When we substitute (2.1) 
with load flow and state estimation equations, the parallel and distributed 
iterative algorithms discussed above become the corresponding parallel and 
distributed load flow and state estimation algorithms. 

2.6.1 Asynchronous Distributed Computation 

The communications system is essential to power system operations, and 
its reliability is critical for fulfilling the objectives of CCC, ISO, and RTO. 
Many interconnections around the world have defined their minimum 
operating reliability criteria, which require written operating instructions 
and procedures for each control area to enable a continued operation of the 
system during the loss of telecommunication facilities. In the event of a 
total or partial failure or corruption of the communications network, it is 
required that there further be an alternative communication system that is 
tested periodically. 

Area control centers are usually hundreds of miles apart, and data 
transmission must pass through a number of converting procedures, with 
some even relayed a few times. Therefore, time delays for the data 
communication between area control centers are often very hard to predict, 
although they are normally supposed to be within a certain limit. 
Accordingly, if totally synchronous algorithms were used for the 
distributed processing of power systems, the efficiency would be low. To 
solve this problem, asynchronous algorithms are specially designed for the 
distributed processing of DEMS. 

Asynchronous distributed processing does not have to wait for the 
data communication at every computation step, and the local computation 
can proceed by using the information at hand. However, convergence 
conditions of asynchronous algorithms are more stringent than their 
synchronous counterparts because asynchronous algorithms require 
convergence without waiting for the communicated data. In addition, since 
there will be no need to wait for data communication, the design of 
asynchronous algorithms will become quite different from their 
synchronous counterparts. 

Asynchronous algorithms can certainly be utilized under 
synchronous circumstances. Moreover, in many cases, asynchronous 
algorithms can obtain a faster solution speed than their synchronous 
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counterparts without waiting for data communication; they can even get a 
faster speed than their serial counterparts because of the possibility of 
acceleration in asynchronization However, the asynchronous convergence 
analysis becomes more complicated [Ber89]. Since strict convergence 
conditions are to be satisfied, some of the problems cannot be solved by 
asynchronous computation. 

2.7 CONVERGENCE OF ASYNCHRONOUS 
ALGORITHMS 

Parallel iteration, such as the Newton method for load flow, updates 
variables once at every iterative step. The synchronization scheme inside 
parallel algorithms guarantees the proper convergence of the algorithms. 
However, for some distributed systems it is difficult to realize the 
synchronization because communication delays between processors are 
hard to predict due to long-distance data communications. Even if the 
synchronization can be realized, the computation efficiency could be very 
low because processors have to spend a substantial amount of time for 
synchronization. Asynchronous iterations can replace synchronous 
iterations in this circumstance. However, the convergence of asynchronous 
algorithms becomes problematic because the asynchronous iteration will 
not wait for synchronization. 

In most cases, asynchronous algorithms pose more stringent 
convergence conditions than their synchronous counterparts. Generally, the 
convergence analysis of asynchronous algorithms is very complicated. 
Later we will explore in depth the convergence conditions for the 
asynchronous parallel and distributed load flow and state estimation 
algorithms in Chapters 5 ,  6, and 7. It is imperative to present a general 
pattern for proving the convergence of asynchronous algorithms and 
provide a set of the sufficient conditions that can guarantee the 
convergence of asynchronous iterative algorithms, especially when applied 
to some fixed-point problems as discussed in Section 2.6. 

Suppose that there is a sequence of nonempty set {X(k)} ,  with 
... c X ( k  + 1) c X ( k )  c ..- c X which satisfies the following two 
conditions: 

Synchronous convergence condition For any k and any x E X ( k ) ,  
there is f ( x )  E X ( k  + 1). Moreover, if bk} is a sequence such that for 

every k there is y k  E X ( k )  , then every limiting point of cy"} is a fixed 

www.TechnicalBooksPDF.com



74 CHAPTER 2 

point of f: The synchronous convergence condition implies that if x 
belongs to X(O), the limiting points of sequences generated by 
synchronous iteration are fixed points off: 

Box condition For every k, there are setsXi(k) c Xi so that 

X ( k )  =c X, (k) x X, ( k )  x -.-x c X, ( k )  . Then this Box condition 

implies that, by combining components of vectors in X(k), we obtain a 
new element of X(k). For instance, if x E X ( k )  and EE X ( k )  , then 
we get an element of X(k) by replacing the ith element of x with the ith 
element of X . 

Accordingly, we present the following sufficient conditions for the 
asynchronous iteration. 

Asynchronous Convergence Theorem If synchronous convergence and 
Box conditions hold, and the initial solution x(0) = (x, (0),---,xm (0)) 
belongs to the set X(O), then every limiting point of (x(t))  is a fixed point 
off: 

This asynchronous convergence theorem provides a foundation for the 
convergence analysis of asynchronous load flow and state estimation 
algorithms. 

2.8 DISTRIBUTED PROCESSING OF VERTICALLY 
INTEGRATED POWER SYSTEMS 

A power system is conventionally divided into transmission and 
distribution systems, which are distinguished by their voltage levels and 
network structures. The transmission system is generally composed of 
power plants and transmission lines ranging above 1 10 kv. The distribution 
system is composed of distribution networks extending from the 
transformers in substations to transformers at customer sides, with voltages 
ranging below 35 kv. The transmission system usually has a meshed 
network topology, while the distribution system usually has a radial 
structure with a high resistance. One consideration for the separation of the 
distribution system from the transmission system is that these two systems 
have different concerns for the real-time monitoring and control. The real- 
time monitoring and control of transmission system focuses on the system 
reliability and security, while the real-time monitoring and control of 
distribution system focuses on service qualities such as the optimal 
reconfiguration of distribution networks. 
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2.8.1 Distributed Processing of Transmission Systems 

As we saw in Chapter 1, a CCC and a number of SACCs are responsible 
for the secure operation of the entire vertically integrated power system. 
The CCC is not necessarily located in a central place, but it is responsible 
for the security monitoring and control of the whole system. A SACC can 
be taken as an agent of CCC with limited rights and responsibility and is 
only responsible for the monitoring and control of a local area assigned by 
CCC. Figure 2.13 depicts the hierarchical and distributed processing of 
transmission system. 

As shown in Figure 2.13, together CCC and SACCs form a 
hierarchical and distributed system. During the daily operation of the 
system, CCC bypasses trivial events with minute effect on the entire 
system and leaves them to associated SACCs, which are better equipped to 
deal with local events. If coordination is needed for the optimization and 
control of the entire system, CCC will send corresponding instructions to 
individual SACCs according to their respective boundary conditions. 

Figure 2.13 Hierarchical and Distributed Processing of Transmission System 

The hierarchical and distributed transmission system may have an 
irregular network topology as the system is irregularly partitioned with 
different geographical distances among control centers. Besides, control 
areas of SACCs may vary in size: computers at SACCs may be 
heterogeneous, and communication links among SACCs may constitute 
different communication media. The communication links between CCC 
and SACCs are usually very long, and communication networks are a 
crucial component of this distributed system. The hierarchical and 
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distributed transmission system is shown in Figure 2.14, which is extracted 
from Figure 2.13. 

Computer at 

Computer at SACCk 

at SACC, 

Figure 2.14 Distributed Transmission System 

Like CCC, a SACC is equipped with SCADA/EMS with the following 
basic functions: 

0 Real-time data acquisition 
0 Real-time monitoring and control based on state estimation, load flow, 

and security analysis 
0 Data communication with CCC 

SACCs have greatly reduced the real-time computation and control 
burden of CCC, since they deal with most events locally. The CCC, in turn, 
focuses on monitoring and control of tie lines among control areas and acts 
as a coordinator for the distributed computation and control of SACCs. As 
CCC and SACCs complete a common task such as the load flow 
computation in a distributed manner, the EMS at each control center 
constitutes a distributed energy management system (DEMS) that performs 
its functions based on the distributed system shown in Figure 2.14. 

2.8.2 Distributed Processing of Distribution Systems 

In the vertically integrated power system, the distribution system operator 
(DSO) at the control center is responsible for the real-time monitoring and 
control of the distribution system. A large amount of real-time data needs 
to be processed centrally for this purpose. An alternative way to the real- 
time monitoring and control of a distribution system is to adopt distributed 
processing. 
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Distribution 
Network 1 

As shown in Figure 2.15, the distribution system is comprised of a 
number of distribution networks that are separate and independent 
regardless of their interactions with the transmission system. A distribution 
network operator (DNO) at a local control center operates a distribution 
network, and the DSO and all DNOs constitute a distributed system as 
depicted in Figure 2.16. 

Transmission Distribution 
Network j 

Distribution 

Figure 2.15 Networks of Distribution System 

DNOi 
I 

DNOl DSO DNOj 

DNOk 

Figure 2.16 Distributed System of Distribution System 

Rarely is there any physical connection among distribution 
networks. Almost no direct communication occurs between DNOs, and 
DNOs primarily communicates with the DSO. 

A distribution network has feeders that are stemming out of 
substations; there are several laterals along a feeder with branches that are 
connected to loads. Therefore, a distribution network would have a tree- 
like radial topology. Each feeder is monitored and controlled by a 
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Feeder I computer 

computer at DNO and the participating computers form a distributed 
system as shown in Figure 2.17. Because every feeder tends to operate in 
an open-loop state, there would be no direct communication among feeder 
computers. 

DNO computer Feederj computer 

The distributed processing of distribution networks can be further 
refined. A feeder usually would have a number of laterals, and these 
laterals could be monitored and controlled by dedicated computers. The 
distributed system has a radial topology, as shown in Figure 2.18, and the 
representation of such distributed system is shown in Figure 2.19. 

Figure 2.17 Distributed System for Distribution Network 

I Lateral control i I 
I Lateral control j 1 

Feeder control 

Lateral control 1 

Figure 2.18 Distributed System for Distribution Network 

The DSO and DNOs use SCADA/DMS to fulfill their missions. One 
main function of SCADA is to collect the real-time information from 
customers and provide value-added information such as electricity price to 
customers. Similar to the DEMS of transmission system, DEM can also 
adopt the distributed processing to attain management flexibility and save 
investments in communication networks. 
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Computer for 
lateral control i 

Computer for 
lateral control i 

Computer for 4 s  lateral control k 

Computer for 
feeder control 

Computer for 
lateral control 1 

Figure 2.19 Distributed System for Distribution Feeder 

2.9 DISTRIBUTED PROCESSING OF 
RESTRUCTURED POWER SYSTEMS 

2.9.1 Distributed Processing System of an IS0  

With the restructuring of the power system, both CCC and ACCs are being 
replaced by the IS0 CC (control center) and the IS0 SCCs (satellite 
control centers). However, the computer system architecture for the 
distributed processing system of a power system would almost remain 
unchanged. The distributed processing system corresponding to Figure 1.5 
is shown in Figure 2.20. 

Figure 2.20 Distributed System for IS0 

As required by the FERC Order 888, an IS0 should establish a 
cooperation mechanism with its neighboring control areas, or ISOs, in the 
case of emergency. An RTO will act as the coordinator when 
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- 
Computer of 

IS0 i 

geographically distributed ISOs cooperate in real time for the optimization 
and control of a power system. 

Computer of Computer of 
IS0 k IS0 1 

2.9.2 Distributed Processing System of an RTO 

The purpose of establishing RTOs in the restructured power system is to 
overcome pancaked transmission tariffs and to provide transmission 
customers with better and non-discriminatory services. The creation of an 
RTO signifies the unification of ISOs in restructured power systems. In this 
sense, it would be essential for an RTO to adopt the distributed processing 
for the real-time monitoring and control of a large-scale power system. 
This is why we put more emphases on the RTOs’ hierarchical and 
distributed computation and control in this book. The distributed 
processing system of a RTO is depicted as in Figure 2.2 1. 

Figure 2.2 1 Distributed System for RTO 

In both the IS0 and RTO control centers, EMS is the core tool for 
the real-time monitoring and control of a power system. Therefore, the 
implementation of a distributed computation and control of an RTO refers 
mainly to the distributed implementation of EMS functions. In such a 
complex hierarchical and distributed processing system, the hierarchical 
optimization and control methodologies will be necessary for most 
applications. Based on DEMS, the hierarchical and distributed pyramid of 
an RTO is shown in Figure 2.22. 

In restructured power systems, RTOs appear to be interconnected, 
though their interactions are usually weak. However, with the rapid 
development in power system, restructuring, weak interconnections among 
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RTOs could become strong and the cooperation among RTOs could 
become indispensable. This strong interconnection among complicated and 
dynamical energy systems will prove essential in emergency conditions. 

As required by the FERC Order 2000, an RTO should establish a 
cooperating mechanism with its adjacent control areas or RTOs in the case 
of an emergency. Similar to the cooperation among adjacent ISOs, when 
multiple RTOs cooperate in the real-time analysis and control of a power 
system, their cooperation can be based on the distributed processing system 
of RTOs, as shown in Figure 2.23. To better coordinate the RTOs in an 
interconnected power system, one RTO would need to be the designated 
coordinator of the participating RTOs. The coordinator could be regarded 
as a super RTO. 

Tertiary . . . . . . . . . . . . .... .. . . ........ .. . . . , . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . 
EMS Level 

Figure 2.22 Hierarchical and Distributed System for RTO 

2.9.3 Distributed Processing of GENCOs, TRANSCOs, and DISTCOs 

GENCOs, TRANSCOs, and DISTCOs may individually possess their own 
computer networks for business purposes. For instance, a GENCO may 
have several power plants that are geographically distributed in the power 
system; a network of computers located at these power plants could be 
instrumental to the operation and control of these plants as one entity and 
to the information exchange among these member power plants. The 
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establishment of such a computer network could even rely on the public 
Internet for data communication. Likewise, when a TRANSCO has several 
transmission companies, it may build up a dedicated computer network for 
its own purposes. The distributed processing system of a GENCO or 
TRANSCO would have an irregular network topology because power 
plants of a GENCO and transmission companies of a TRANSCO may be 
distributed irregularly in the power system. 

Figure 2.23 Distributed System for RTOs 

Unlike distribution utilities in vertically integrated power systems 
which were responsible for the operational reliability of distribution 
network, DISTCOs in restructured power systems may not be responsible 
for the monitoring and control of the distribution system. Rather, the 
distribution system is monitored and controlled by DNO (distribution 
network operator). The distributed processing system shown in Figure 2.16 
is suitable for the distributed computation and control of distribution 
systems. Therefore, a DNO will execute the distributed computation and 
control similar to that shown in Figure 2.23. A DISTCO would build a 
distributed computer network to provide customers with more value-added 
information and better services. A DISTCO could also execute a 
distributed computation based on its own distributed system, which would 
represent a new trend in the electric utility service management. 

2.10 DISTRIBUTED ENERGY TRADING SYSTEMS 

In restructured power systems, energy trading is realized through auction in 
the power market. Energy producers and consumers submit their bids to the 
power exchange for competition. Ancillary services are also auctioned on 
OASIS at the IS0 control center. Information exchanges between market 
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participants and the power exchange is implemented mostly based on 
computer networks, that is either the public Internet or the dedicated 
computer network of the ISO. With the advancement of restructuring, 
additional energy-trading brokers will appear in the power system, and this 
will require extended energy trading systems for interfacing with market 
participants. 

2.11 COMPUTER NETWORKS FOR DISTRIBUTED 
PROCESSING OF POWER SYSTEMS 

In a restructured power system, an RTO/ISO could use the following four 
types of computer networks for distributed processing: 

0 LAN 
ISO’s private WAN 
NERCISN 
The public Internet 

These four computer networks exhibit different performances when they 
are used for distributed computation and control of power systems. The 
main concern in selecting any of these networks is whether the data can be 
transmitted with a satisfactory speed and level of security. 

2.11.1 LAN 

Since LAN can greatly facilitate resources sharing, most computers at 
power system control centers are connected to a LAN. When used for 
distributed processing, LAN could exhibit better performance and 
efficiency than serial processing. For instance, when conventional EMS is 
reorganized into DEMS, which is based on a LAN at the control center, the 
performance and efficiency of EMS can be greatly improved. Because 
LAN is an intranet, in most cases there will only be a limited data 
communication on the network. It is perceived that the data communication 
among individual computers on LAN is quite reliable. For instance, when 
MPI is used for the distributed load flow computation on LAN, the 
performance would be as good as a parallel machine using the same 
communication scheme. 

2.11.2 ISO’s Private WAN 

The ISO’s private WAN is particularly built to interconnect the ISO’s 
control center and all its subarea control centers for data communication. 
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The major communication protocols for this intranet include OSI (open 
system interconnection), ICCP (Inter-control center communications 
protocol), and ELCOM (electricity utilities communication). OSI works 
more effectively than TCP/IP for the online and distributed computation 
and control because it does not use time tags. ICCP and ELCOM support 
communications of various data such as measurements/analog values, 
digital values, binary commands, analog and digital set points, and text 
messages. The distributed computation and control applications such as 
distributed load flow, distributed state estimation, and distributed voltage 
control can also be implemented on this WAN since the ISO’s private 
WAN uses wideband communication links, and data communications are 
mostly limited to that between control centers. 

2.11.3 NERC ISN 

As required by NERC, an IS0  must be able to quickly and reliably 
communicate with neighboring security coordinators. The NERC ISN 
(Inter-regional Security Network) is used for the ISO’s communication 
with other NERC security coordinators, external control areas, and other 
ISOs. An I S 0  has access to the NERC ISN for the purpose of meeting the 
NERC security coordinator requirements. The protocol used for ISN access 
is ICCP which is known as IEC60870-6 TASE.2’ and specifies database- 
oriented communications methods. ICCP only specifies methods for data 
transfer between utility control centers and will not be used for peer-to-peer 
data communication. The ICCP could be used to support the distributed 
processing of system security applications, based on the NERC ISN, such 
as the distributed external equivalent and security analysis. 

2.11.4 The Public Internet 

Because of its ability to reach every site within power systems, the Internet 
becomes the most convenient and useful facility for an RTO/ISO’s 
distributed processing. TCP/IP provides the possibility for distributed 
processing based on the Internet; the major issues here are the efficiency, 
the reliability, and the security of data communication over the Internet. 
The data transmission speed becomes the key issue because the 
communication congestion often occurs randomly on the Internet. TCP/IP 
was originally designed to transport data streams from one point to another 
or from one application to another. Because TCP/IP streams use timers to 

TASE.2 stands for Telecontrol Application Service Element Number 2. See Chapter 4 for 
more details. 
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FTP Server 

detect the end of the stream of data, TCP/IP may sit idle for a moment 
while it is waiting to see if more data will come through. However, for 
applications that are not time-critical, the Internet is the best option for data 
communications. 

SACC A 

The process of data communications over the Internet is described 
more specifically as follows: Suppose that the SCADA data are to be 
exchanged between two subarea control centers, namely SACC A and 
SACC B. The SCADA data of SACC A will be first attached to a 
company-owned router, which then sends out a single packet containing 
the name of the Web site of SACC B to the nearest domain name server 
that will translate the address. This packet will enter the Internet backbone 
and core routers, which will figure out the optimal network paths; these are 
paths that offer the least number of links and are least congested. The 
packet leaves the backbone at the distant Internet network router and 
reaches the FTP (File Transfer Protocol) server of SACC B. When this FTP 
server acknowledges the data communication request of SACC A, the data 
exchange between the SACC A and SACC B starts. SACC A may send 
many packets of real-time SCADA data to SACC B that will acknowledge 
the receipt of the data. This process is depicted in Figure 2.24. 

Figure 2.24 Data Communication Over Internet 
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As indicated in Figure 2.24, the key issue for efficient data 
transmission over the Internet is to find the optimal communication path. 
However, the problem is that for many applications the optimal path may 
not meet the time requirement. For this reason, time-critical functions, such 
as the online distributed load flow, are difficult to implement over the 
Internet. 

To improve the performance of data communications over the 
Internet, ISPs (Internet service providers) offer many value-added services 
for time-sensitive applications. First, the security of data transfer is 
guaranteed by adding AH (authentication header) and ESP (encapsulating 
security payload) in communication protocols. Thus, the integrity of data is 
ensured. Second, the reliability of data connection is guaranteed by using at 
least three backup paths in each switching node. Third, the time delay 
experienced by a packet is guaranteed not to exceed a certain value that 
depends on the service class and the features of communication links. 
However, the issue is difficult to solve by only the IPSs. The data 
transmission congestion on the Internet is random and mostly user-related. 
As many users visit a Web site at the same time, the paths to this Web site 
can become congested. For this reason, it is difficult to guarantee that time- 
critical data will be transmitted continuously with satisfactory speed over 
the Internet. 

Certain security measures are taken to protect the data exchange 
over the Internet. Generally, the Internet security infrastructure includes the 
following three basic components 

0 

0 

A firewall to enforce the access policy 
Proxies to regulate services through the firewall 
Packet gateways to pass permitted packets through the firewall 

The encryption and authentication are effective measures for the 
data exchange security. However, these measures increase the complexity 
of data exchange, so more processing time is used in exchanging the data 
over the Internet. 

The Internet can be used for many purposes: from generic 
information sharing to the proposed distributed computation. Internet 
interfacing with the SCADA system at the system’s control center might be 
a favorable way to monitor the system, and the ATM (asynchronous 
transfer mode) based data communication might be used for priority 
controls of power systems [Sumi98, Meu198, Seri99, Doi991. Since the 
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time delay in data communication over the Internet is acceptable for some 
applications, studies of data transmission via the public Internet may help 
determine which applications are suitable in terms of their time 
requirements. Once these applications have been determined, some 
applications could be moved from the IS0 private network to the Internet, 
and thus the data communications burden of the IS0 private network 
would be mitigated. 

2.12 MESSAGE-PASSING INTERFACE 

MPI provides specifications for message-passing libraries, and thus forms a 
widely used message-passing standard for parallel and distributed 
processing. MPI in fact has become the standard and most powerful 
message-passing library for parallel and distributed systems including 
massively parallel machines, SMP clusters, workstation clusters, and 
heterogeneous networks. There are various implementations available from 
vendors as well as in public domain. Some parallel machine vendors have 
created their own MPI implementations that are capable of exploiting 
native hardware features to optimize performance. MPI programs are 
portable; there is no need for modifying programs when applications are 
migrated to a different platform. 

All processes in a message-passing system communicate by 
sending or receiving messages. Programs designed using MPI must 
explicitly identify all parallelism and implement the algorithms in terms of 
MPI constructs. 

In the following, we introduce the history and main functions of 
MPI as we demonstrate the use of MPI for parallel and distributed 
computation of power systems. We also discuss MPI attributes in order to 
help readers comprehend the application of MPI to parallel and distributed 
programming. 

2.12.1 Development History and Features 

MPI was developed through the efforts of many individuals and groups. 
The objective behind MPI was to establish a practical, portable, efficient, 
and flexible standard for message passing. Parallel and distributed 
computing began to develop quickly in 1980s and early 1990s. When a 
number of incompatible software tools for parallel and distributed 
computing appeared with trade-offs between portability, performance, 
functionality, and price, a need for a standard arose. 
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In April 1992 the Workshop on Standards for Message Passing in 
DEM (distributed memory environment) was held, which was sponsored 
by the Center for Research on Parallel Computing in Williamsburg, 
Virginia. The workshop discussed the basic features essential to a standard 
MPI, and a working group was established to begin the standardization 
process. A preliminary draft proposal was developed soon after, and the 
working group met during November 1992 in Minneapolis. The MPI draft 
proposal (MPI-1) from Oak Ridge National Laboratory (ORNL) was 
presented at that meeting and the group adopted procedures and 
organization to form the MPI Forum (MPIF). MPIF eventually included 
175 individuals from 40 organizations, among these parallel computer 
vendors, software writers, academics, and application scientists. A draft of 
the MPI standard was presented at the Supercomputing 93 Conference and 
the final version of MPI- 1 was released at http://www.mcs.anl.gov/ 
Projects/ mpi/ standard.htm1. 

MPI-I can be used with C and Fortran languages, and the number 
of tasks dedicated to run a parallel program is static, which means new 
tasks cannot be dynamically spawned during run time. MPIF began 
discussing the enhancements to the MPI standard in March 1995. In 
December 1995, at the Supercomputing 95 conference, the Birds of a 
Feather meeting discussed the MPI-2 extension issues. In November 1996, 
at the Supercomputing 96 conference, an MPI-2 draft was made available 
and comments were solicited. The MPI-2 document is available at 
www.ERC.MsState.Edu/mpi/mpi2.html. 

The key enhancements that have now become a part of the MPI-2 
standard included the following issues: 

Dynamic processes: Removes the static process model of MPI and 
provides routines to create new processes. 

One-sided communications: Provides routines for one-directional 
communications; includes shared memory operations and remote 
accumulate operations. 

Extended collective operations: Allows for non-blocking collective 
operations and application of collective operations to inter- 
communicators 

External interfaces: Defines routines that allow developers to create a 
layer on the top of MPI, such as for debuggers and profilers. 

Additional language bindings: Describes C++ and Fortran90 bindings. 
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0 Parallel I/O: Discusses MPI support for parallel YO. 

2.12.2 Data Communication 

In MPI, data communication is realized through the execution of various 
communication routines. Most MPI communication routines require 
programmers to specify a communicator as an argument. A communicator 
or group is an ordered set of processes. Therefore, in the initialization 
process, MPI first uses communicators and groups to define which 
collection of processes may communicate with others. Each process in a 
communicator or group is associated with a unique integer rank, which is 
also referred to as a process ID. All ranks of a communicator or group are 
contiguous and begin at zero. In the MPI communication, ranks are mainly 
used by programmers to specify the source and destination of messages. In 
parallel and distributed processing, ranks can also be used by applications 
to conditionally control the program execution. For example, in a parallel 
or distributed program, we can specify a code as “if rank=x do this” or “ if 
rank=y do that.” 

MPI communications routines are specified in two categories: 
point-to-point communication routines and collective communication 
routines. These routines are discussed as follows: 

Point-to-Point Communication Routines 

MPI point-to-point communication routines are utilized for data 
communications between a sending processor and a receiving processor. 
The argument list of these routines takes one of the following formats: 

Blocking communication 

MPI-Send (buffer, count, type, dest, tag, comm) 

MPI-Recv (buffer, count, type, source, tag, comm, status) 

Non-blocking communication 

MPI-Isend (buffer, count, type, dest, tag, comm, request) 

MPI-Irecv (buffer, count, type, source, tag, comm, request) 

The arguments of these communication routines are explained as 
follows: 
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A buffer is the application address space that references the data to be sent 
or received. In most cases, this is simply the variable name that is to be 
sentheceived. For C programs this argument is passed by the reference and 
usually must be pre-pended with an ampersand. 

A data count indicates the number of data elements of a particular type to 
be sent or received. 

A data type must use the data types predefined by MPI, though 
programmers can also create their derived types. We should note that the 
MPI types, MPI-BYTE, and MPIPACKED do not correspond to standard 
C or Fortran types. 

A dest indicates the send process where a message should be delivered, it is 
specified as the rank of the receiving process. 

A source indicates the originating process of the message; as the 
counterpart of the dest, it also specifies the rank of the sending process. 
The source may be set to the wild card MPI-ANY-SOURCE to receive a 
message from any task. 

The tag is an arbitrary non-negative integer assigned by the programmer to 
uniquely identify a message. The send and receive operations should match 
message tags. For a receive operation, the wild card M P I A N Y T A G  can 
be used to receive any message regardless of its tag. The MPI standard 
guarantees that integers 0-32767 can be used as tags, but most 
implementations allow much wider range than this. 

A comm represents the designated communicator and indicates the 
communication context, or the set of processes for which the source or 
destination fields are valid. The predefined communicator 
MPI-COMM-WORLD is usually used, unless a programmer is explicitly 
creating new communicators. 

A status indicates the source of the message and the tag of the message for 
a receive operation. In C, this argument is a pointer to a predefined 
structure MPI-Status. In Fortran, it is an integer array of size 
MPI STATUS SIZE. Additionally the actual number of bytes received is 
obtainable fromstatus via the MPI-GET-COUNT routine. 

A request is used by non-blocking send and receive operations. Since non- 
blocking operations may return before the requested system buffer space is 
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obtained, the system issues a unique request number. The programmer uses 
this system assigned handle later to determine completion of the non- 
blocking operation. In C, this argument is a pointer to a predefined 
structure MPI-Request. In Fortran, it is an integer. 

In the following, we present an example of point-to-point 
communication. Suppose that in the distributed load flow computation, 
SACCi and SACCj will exchange boundary state variables. For simplicity 
but without losing generality, we assume that SACCi will only send the 
magnitude of one boundary voltage variable. If the ranks of SACCi and 
SACC, are assigned by the distributed system are x and y ,  respectively, 
then SACCi and SACC, can use the following function calls to realize 
synchronous communication: 

SACCi 

SACCj 

SACCi and SACC, can use the following function calls to realize the 
asynchronous communication: 

MPI-Send (vk, 1, MPI-FLOAT, y ,  8, comm) 

MPI-Recv (vb, 1, MPI-FLOAT, x, 8, comm, status) 

SACCi 

SACCj 

MPI-Isend (vk, 1, MPI-FLOAT, y ,  8, comm, 5 )  

MPI-Irecv (vb, 1 ,  MPI-FLOAT, x, 8, comm, 7) 

Collective Communication Routines 

A collective communication involves all processes in the scope of a 
communicator, which are, by default, all members in the communicator 
MPI-COMM-WORLD. Collective operations within a subset of processes 
are accomplished by first partitioning the members into subsets and then 
attaching each subset to a new communicator. Collective communication 
routines do not take message tag arguments, and work only with the MPI- 
defined data types and not with derived types. 

Collective communication routines are mainly used for the 
following three types of collective operations, which are all blocking: 

Synchronization processes wait until all members of the group have 
reached the synchronization point 

Data movement broadcast, scattedgather, all to all 

Collective computation one member of the group collects data from the 
other members and performs an operation on that data 

0 

0 
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Some useful MPI collective communication routines in C are listed 
and explained as follows: 

MPI-Barrier (comm): MPIBarrier creates barrier synchronization in a 
group. Each task, upon reaching the MPI-Barrier call, blocks until all tasks 
in the group reach the same MPI-Barrier call. For example, this 
MPI-Barrier function call could be used to realize synchronization in 
parallel and distributed processing of power system. 

MPI-Bcast (bufler, count, datatype, root, comm): MPI-Bcast broadcasts a 
message from the process with rank "root" to all other processes in the 
group. For example, the CCC of a power system can use this MPI-Bcast 
function call to send a time signal to all the ACCs in the system. 

MPI Scatter (sendbuf; sendcnt, sendtype, recvbuf; recvcnt, recvtype, root, 
corn;): MPI-Scatter distributes distinct messages from a single source task 
to each task in the group. For example, the IS0 can use this MPI-Scatter 
function call to inform the ACCs about the different LMPs in each subarea. 

MPI Gather (sendbuf; sendcnt, sendtype, recvbux recvcount, recvtype, 
root,-comm): MPI-Gather directs distinct messages from each task in the 
group to a single destination task. This routine is the reverse operation of 
MPI-Scatter. For example, the IS0  can use this MPI-Gather function call 
to collect the voltages of the pivot buses from ACCs in each subarea. 

MPI-Allgather (sendbuf; sendcount, sendtype, recvbuf; recvcount, 
recvtype, comm): MPIAllgather concatenates data to all tasks in a group. 
Each task in the group performs a one-to-all broadcasting operation within 
the group. For example, in parallel load flow computation, if the load flow 
equations are not well partitioned so that every processor needs to 
communicate with all other processor for synchronization, this 
MPI-Allgather function call could be used by each processor to reduce 
communication times. Figure 2.25 illustrates this case. In each synchronous 
round, every processor needs to communicate with other processors four 
times when using point-to-point communication. However, with the help of 
MPI-Allgather, each processor would only need a one-time MPI-Allgather 
function call to complete the communication with other processors. So the 
communication times are greatly reduced. 

MPI-Reduce (sendbui recvbui count, datatype, op, root, comm): 
MPI Reduce applies a reduction operation on all tasks in the group and 
places the result in one task. For example, a GENCO can use this 
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MPI-Reduce function call to control the entry productions of its 
subordinated power plants. 

processor i 

MPI 

processor j 

- Allgather function call 

processor 1 

MPI Allgather function call 

processor k 

MPI-Allgather function I call 

MPI-Allgather function call 
processor m 

MPI-Allgather function call 

Figure 2.25 MPIAllgather Application In Parallel Load Flow Computation 

2.12.3 Attributes of MPI 

In general, the procedure to execute the parallel or distributed processing 
using MPI is comprised of the following four steps: 

i) Include MPI head files 

# include “mpi. h ‘‘ 
main(& argc, char *arp)( 

1 
ii) Initialize MPI computing environment 

MPI-Init(&argc, &arp); 

MPI-Cornm-size(MPI-COMM- WORLD, &numprocs); 

MPI-Comm-ran k(MPI-COMM- WORLD, &pid); 

iii) Parallelize computation and make message passing calls 

If(pid==i) { 

MPI-Send (buffer, count, type, dest, tag, comm); 
MPI - Recv (buffer, count, type, source, tag, comm, status); 
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I 
iv) Terminate MPI environment 

MPI-Final izeo ; 

To further demonstrate the application of MPI to parallel and 
distributed computation and to compile and execute MPI programs, we 
consider a sample MPI program, paralle1qi.c that uses the trapezoidal rule 
to estimate Pi: 

paralle1qi.c source code 

#include "mpi.h" 
#include <stdio.h> 
#include <math.h> 
#define Pi 3.14159265358979323846264 

double f(doub1e x) { 

return (4.0 / (1 .O + x*x)); 

1 
main(int argc, char *argv[]) { 

int i, n, done, myid, numprocs; 
double h, y, Pi, mypi, sum; 

MPI-Init (&argc, &argv); 
MPI-Comm-size (MPI-COMM-WORLD, &numprocs); 
MPI-Comm-rank (MPI-COMM-WORLD, &myid); 

n = 0; 
done = 0; 

while (!done) 
{ 

if (myid = 0) { 
if (n==O) n=100; else n=O; 

1 

MPI-Bcast (&n, 1, MPI-INT, 0, MPI-COMM-WORLD); 

if (n == 0) done = 1; 
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else { 
h = 1 .O / (double) n; 
sum = 0.0; 
for (i = myid + 1; i <= n; i += numprocs) { 

y = h * ((doub1e)i - 0.5); 
sum += f(y); 

I 

mypi = h * sum; 
MPI-Reduce (&mypi, &Pi, 1,  MPI-DOUBLE, MPI-SUM, 0, 

MPI-COMM-WORLD); 

if(myid=O) { 

printf ("Pi is approximately %.16f, Calculation error is %. 16h", 
Pi, fabs(Pi - PI)); 

} 

1 
I 
MPI - Finalize (); 

I 

Suppose that this parallel program is to be executed on a COW. 
The MPI environment variables need to be set up properly, and a .rhosts 
file needs to be created in the home directory, which lists the names or IP 
addresses of the available computers on COW. In addition to the current 
directory, there must be created a file, called mymachines, which lists the 
names or IP addresses of the computers to be utilized for this parallel 
computation. The para1lelqi.c program can be compiled as follows: 

$ mpicc -0 parallelqi paralle1qi.c 

The compiling operation generates an executable parallel program 
called parallel-pi. Suppose this program is to be executed by three 
processors. Then it can be executed as follows: 

$mpirun -machinefile mymachines -np 3 parallelqi 
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Then the following information will be shown on the screen: Pi is 
approximately 3. I41 6009869231254, and calculation error is 
0.000008333333332. 

2.13 OTHER FORMS AND TECHNIQUES FOR 
DISTRIBUTED PROCESSING 

2.13.1 Clientkerver Architecture 

Previously most enterprise applications were self-contained monolithic 
programs that had difficulties in using data from other sources. These 
applications were cumbersome to build and expensive to maintain because 
for even a simple function change, the entire program had to be rewritten, 
re-compiled, and re-tested. A cliendserver architecture has the scalability 
and robustness required to support mission-critical applications throughout 
the whole enterprise. Multiple users can visit the same file server 
simultaneously. A typical three-tiered clientherver architecture contains a 
service tier, a data store tier, and a MMI (man-machine interface) tier. This 
architecture is usually object-oriented, server-based, and database-driven 
and is most suitable for Web-based applications. 

File Sever 

A file server is employed to store documents that can be accessed 
by authorized or public users. In the early stages of distributed processing, 
efficient data communication tools were not available, so a file sever was 
often used to provide a mechanism for information exchange among 
computers on a LAN. The file server mechanism was widely adopted by 
many enterprises as an effective way to exchange intra-company 
information. Figure 2.26 depicts a file server system where an electric 
utility uses the file server to store common files that are accessible in 
different departments. 

This file server architecture had wide applications in the World 
Wide Web. Public clients could browse Web pages provided by ISPs 
(Internet service providers); clients could also publish their own messages 
on the Internet by uploading their documents onto the Internet servers if 
they are given the permission. The OASIS, as shown in Figure 2.27, is an 
example of this application. Besides, various e-commerce platforms 
including online energy-trading used file servers for information exchange, 
which included e-mail and voice mail services. 
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Figure 2.26 LAN with File Server 
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Figure 2.27 Client/Server Architecture of OASIS 

When a LAN was used for distributed computation, participating 
computers had to write and read a common file saved on the server 
machine. With the increasing number of computers on the network, the 
efficiency of data communication of this file server architecture decreased; 
this is because the shared file could be read by all users at the same time 
but could be written by only one user at a time. 

2.13.2 Network Programming 

Network programming enables applications to retrieve any information 
stored in a local network or in the Internet. When distributed processing is 
programmed based on the Internet, no special hardware investment is 
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needed for such applications. What users will need is a Web browser. 
Network programming is an ideal way for a user to publish information. 
For instance, the IS0  publishes information on its OASIS Web server and 
thousands of customers visit the OASIS Web site at the same time and at 
various locations. Network programming can also be used for information 
exchange on the Internet. For instance, a TRANSCO can communicate 
with the IS0 via email. When data communication time delay is no longer 
a problem, as it is for data communication on the private WAN of ISO, 
many computers on a network could be deployed in distributed processing. 

2.13.3 Distributed Database 

There are distributed systems other than those discussed in Section 2.2 that 
are designed for special purposes. For instance, the information exchange 
or distributed control of geographically distributed systems, with a regular 
or an irregular network topology, employs one of the following two 
communication schemes: 

Distributed databases provide a mechanism for the information 
exchange in distributed processing. A distributed database is different from 
a centralized database as the latter provides data on one machine. A 
distributed database is composed of separate databases distributed on a 
computer network that are accessed by all permitted users. Information 
exchange may also occur among databases; in other words, a computer in 
the distributed database can access the data stored in other computers. Data 
consistency is guaranteed by intrinsic properties of databases. 

One advantage of a distributed database is that local databases are 
used to store the local information in the system. Compared with a 
centralized database, a distributed database can save capital investments in 
communication networks with a higher security and reliability, since it can 
restrict local faults within the corresponding subareas. 

Each SACC of a power system collects the real-time data of its 
subarea through its SCADA system, and stores the data in its local 
database. Though the information exchange between the CCC and SACCs 
is not actually based on a distributed database, as shown in Figure 2.28, the 
local databases form a distributed database from the perspective of ISO. 
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SACC k Local Database SACC j 

ccc Local Database 
Figure 2.28 Distributed Database of Power Systems 

Distributed databases can receive wide applications in power 
systems. For instance, a GENCO with power plants distributed throughout 
a power system can build a distributed database for information exchange 
and management. A DISTCO with several branch companies could also 
build its own distributed database. 

2.13.4 Java Language 

Java is uniquely suited for network programming. It provides solutions to 
many issues that are difficult to solve using other programming languages. 
Java applets have a higher level of safety than that of similar software 
packages. Java makes network programming much easier. Java 
applications and applet can communicate across the Internet; this feature is 
especially suitable for large-scale systems that are deployed over a large 
geographical area. Java is portable and platform-independent; Web 
applications are designed on various hardware and operating environments. 
Java executes applications in a run-time environment called a virtual 
machine. The virtual machine executes the platform-independent bytecode 
that a Java compiler generates and is easily incorporated into Web 
browsers or the kernel of the operating system. Java virtual machines and 
Java API’s (application program interfaces) insulate Java programs from 
hardware dependencies; this is why Java’s bytecode can run on a wide 
range of platforms. Java applications can run on a variety of platforms 
without modification. 
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Java is also used for database programming. SQLJ is a way to 
embed the SQL (structured query language) in Java programs and to reduce 
the development and maintenance costs of Java programs that require 
database connectivity. SQLJ provides a simple model for Java code 
containing SQL statements. SQLJ offers a much simpler and more 
productive programming API’s than JDBC (Java database connectivity) to 
develop applications that access relational data, and it can communicate 
with multi-vendor databases using standard JDBC drivers. 



Chapter 3 

Information System for Control Centers 

3.1 INTRODUCTION 

As we saw in the preceding chapters, the IS0 acts as a security coordinator 
for the entire control area, which is made up many subareas. Individual 
subarea control centers perform AGC (automatic generation control) and 
switching operations under the direction of the ISO. The transmission 
system is usually owned by a group of transmission owners, and the 
transmission capacity is limited by the physical characteristics of the grid. 
With its primary mission of ensuring the reliability of the transmission 
system, the IS0 performs a wide range of functions. The IS0  ensures that 
all transmission customers receive non-discriminatory and equal access to 
the transmission system under its jurisdiction and functional control. The 
IS0 is responsible for the coordination of energy transfers to maximize the 
grid utilization in a manner that maintains the integrity of the grid. Besides 
administering transmission tariffs, the IS0 facilitates planning studies for 
transmission expansion and generation siting. 

To fulfill all these missions, the IS0 should have a custodial trust 
relationship with transmission owners when performing the following 
functions: 

Maximizing transmission service revenues 

0 

0 

Distributing transmission service revenues to transmission owners 

Preventing damages to the transmission grid 

101 



102 CHAPTER 3 

3.2 ICCS IN POWER SYSTEMS 

Because the IS0 has to perform many complicated and interrelated 
operations, the ISO’s control center infrastructure has formed an integrated 
control center system (ICCS), which is essentially an integrated 
information system [WebOl , Web07, Web1 0-1 11 and has the following 
fundamental requirements: 

Flexible user interfaces to the IS0 to view the system information, re- 
dispatch resources, and monitor and coordinate the security of 
transmission system. 

A reliable backup system to cover the possible loss of ICCS 
functionalities, all the real-time functions of ICCS should remain 
operational in any case of significant interruption; 

A distributed computing environment with LAN and WAN such that 
there would be no restrictions on the geographical dispersal of 
applications among ICCS computers. 

An application environment with adequate flexibility and what is 
economical and easy to maintain and upgrade. 

All ICCS applications must conform to mainstream computing 
standards, and data communications of ICCS must conform to OSI 
standards, in particular IEC 870-6 and TCP/IP (Transmission Control 
Protocol/Internet Protocol) protocols. 

ICCS consists of many interconnected elements and processes that 
must function continuously and reliably. To meet the requirement for 
reliability, ICCS is configured as a fully redundant distributed system so 
that there can be no single point of failure among critical ICCS processing 
units (PUS). Normally the IS0 carries out its functions from a primary 
control center that is equipped with an exactly identical backup control 
center; these two control centers are equipped with the same ICCS 
hardwarehoftware functionality and configuration [Nie89]. 

The ICCS communications system is comprised of communication 
interfaces and communication networks. Included are ICCS LANs, the 
ISO’s private network, the NERC’s ISN (Interregional Security Network), 
and the public Internet. Specially designed firewalls are installed to 
interface between these communications networks and to provide 
protection from possible security threats occurring from external 
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communication networks. Any data that are to be made public will be 
obtained from the information storage and retrieval (IS&R) system of 
ICCS via such a firewall. The IS&R system may consist of a commercial 
database management system for accommodating the long-term archival 
and retrieval of information produced by ICCS [WebOl, WeblO-141. 

In this chapter we will discuss the configuration and services of 
ICCS including electronic tagging services, and the utilization of UCA 
(utility communications architecture) and ICCP (inter-control-center 
communication protocol) by ICCS [Rob95]. 

3.3 ICCS CONFIGURATION 

3.3.1 ICCS LAN 

Recall that the ICCS is a distributed system based on LAN. Various 
sophisticated ICCS applications are logically integrated on this LAN, 
which consists of a number of PUS dedicated to particular functions. 
Industry standards are used for the design and implementation of ICCS 
hardware, software, and user interfaces to ensure interoperability and 
software portability. This open architecture allows the addition of future 
functionality and the replacement of hardware without disruption to the 
initial ICCS. The LAN for this application comprises two parts: LAN for 
ICCS applications, which is called the ICCS LAN, and LAN for ICCS 
administration, which is called the ICCS administration LAN. The general 
architecture of ICCS LANs is depicted in Figure 3.1 [Dy194, Bla90, Bri911. 

As shown in Figure 3.1, an ICCS LAN adopts a redundant 
structure that consists of a primary LAN and a backup secondary LAN. 
Each PU is connected to these two LANs at the same time. Obviously this 
configuration provides a capability for meeting the specified availability 
and reliability in a cost-effective manner. The ICCS LAN is connected to 
the ISO’s administrative LAN via a firewall to isolate ICCS from the 
administration systems LAN. The firewall provides the protection from 
possible security threats occurring at the administration system LAN. 
Various suitable user interfaces are provided for IS0 operators to use ICCS 
for viewing the power system information, to re-dispatch resources, and to 
monitor and coordinate the security of power systems. 

The ICCS function will be transferred automatically from a failed 
PU to an alternative PU as a failure occurs. Certain failure logic is applied 
to all PUS in ICCS. Each PU is at least monitored by another PU, 
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configuration management software, or dedicated hardware so that 
appropriate actions are activated as necessary. Dedicated detection 
mechanisms are employed to detect software and hardware failures 
throughout the entire ICCS and are used to supervise the whole process of 
switching functions from a failed PU to a backup PU [Sko02]. 

I ICCS Administrative LAN 

Router/Firewall Router/Firewall 

ICCS Secondary LAN 

ICCS Primary LAN 

Communication Server Router/Firewall 

Redundant 
Private WAN Public Internet 

Figure 3.1 Architecture of ICCS LANs 

In the case of a LAN failure, the LAN functions will be 
automatically transferred to an alternative LAN. The probability of two 
simultaneous LAN failures is very small but when it happens, ICCS 
functions at the ISO’s primary control site can be entirely transferred to the 
ICCS at the ISO’s backup site. Functions of any failed communication 
server would automatically be transferred to another available 
communication server. Likewise functions of any failed peripheral will be 
automatically transferred to another available peripheral. Any transfer will 
set off an alarm that announces a function transfer. 

3.3.2 Availability and Redundancy of ICCS 

The ability of each ICCS component to perform its specific tasks under 
normal conditions and during hardware and software failures is of 
paramount importance to the ISO. Hence, sufficient redundancy is 
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introduced in ICCS to guarantee that any single failure would only cause a 
brief interruption in the availability of that function. A functional 
processing interrupted by a failure would automatically be taken over by an 
alternative processor. Functional transfers are completed automatically and 
without any loss of data. Functions that were previously scheduled to be 
executed during a functional transfer would automatically be executed right 
after the completion of transfer. 

A suitable redundancy should be provided at ICCS to prevent the 
loss of any critical IS0 functionality. One design option indicates that the 
IS0  could carry out its mission using a primary control center and a backup 
control center that are located remotely from each other. These two control 
centers have the same ICCS hardware and software functionality and 
configuration. The backup ICCS is provided to cover those situations 
where the loss of ICCS functionality could occur and last for an extended 
period of time. ICCS is configured as a single fully redundant distributed 
system so that there is no single point of failure among the critical ICCS 
PUS. Normally the IS0  operates from the primary control center, which is 
continuously connected with an exactly identical backup control center. 
The primary IS0  periodically checks the condition of the backup ICCS and 
keeps it initialized. 

The backup ICCS is required to be in a ready condition without the 
need for on-site personnel while in the standby mode. In contingencies the 
backup ICCS is required to take over the entire functionality of the primary 
ICCS within a fraction of a minute. Once the primary IS0  is ready to return 
to its normal service, it is initialized from the backup ICCS in order to 
reflect the current state of the power system. For a short period of time, 
both the primary and the backup ICCS need to operate in parallel as 
functionality is transferred back to the primary ICCS. 

Redundancy for reliability is achieved both locally at each site and 
between the sites, as shown in Figure 3.2. ICCS LANs at each site are 
connected by a wide-band WAN communication link for coordinating the 
primary and backup sites. Although this link could be thousands of miles 
long and routers or bridges are installed at both terminals of the link, the 
LANs appear to ICCS as a single local redundant LAN for all ICCS 
processors. 

For the sake of software reliability, ICCS applications data have a 
backup version that can be automatically brought up as part of a restart or 
transfer procedure. If a hot start-up is required, the start-up procedure will 
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detect whether any data entry was lost and then notify users of the need for 
re-entry of the data. The hot start-up procedure will also detect whether any 
program-generated transaction was lost and when necessary will 
automatically initiate the recovery procedure to maintain application 
integrity [Web04-141. 

Administrative LAN Administrative LAN 

Backup Control Center 
Redundant High Speed Links Primary Control Center 

Figure 3.2 Redundant Structure of ICCS 

3.4 INFORMATION SYSTEM FOR ICCS 

The functional configuration of ICCS makes the ICCS to be a centralized 
information system that has the following features: 

Communication interfaces with a suitable firewall protection: these 
connect to external computer systems and services. 

Processor/server interfaces via a LAN: this interconnects various 
application functions. 

User interfaces: these consist of workstations, PCs and a rear 
projection video display matrix. 

Peripheral support facilities: these include telephones, printers, copiers, 
and fax machines. 

As demonstrated in Figure 3.3, the ISO’s functions are part of ICCS 
functions. The ICCS has the following major functions: 

Interfaces to communication networks connected to the IS0 

Communication services to collect and send information 
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Transmission 
Schedul ing 

0 Data exchange and processing of information between the I S 0  and its 
participants 

0 Communications between the primary and the backup control centers 

0 Data models and databases for ICCS application functions. 

0 Information storage and retrieval applications used by other 
applications to create records of important information and to find and 
retrieve that information for use by ICCS applications, displays, and 
reports [WeblO-111. 
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Figure 3.3 ICCS Functional Configuration 

3.5 CCAPI FOR ICCS 

ICCS users interact with ICCS through applications of executables, local 
datasets, and public datasets. Local data are private to a particular 
application and not a concern in plug-in interfaces. For the integration of 
ICCS applications, what matters is the way an executable in one 
application accesses another application’s public data, or the way an 
executable exchanges messages with an executable in another application. 
In general, as defined in CCAPI (Control Center Application Program 
Interface [EPR96]), a runtime application space has a reference model as 
depicted in Figure 3.4. 
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There are two kinds of interfaces for applications to exchange 
information: message bus interface and data access interface. The message 
bus interface is a general message-passing interface that is used for 
program-to-program exchanges. The data access interface provides shared 
access to public data entities and is mainly used for program to dataset 
exchanges. Based on the model for a run-time application space, a CCAPI 
reference model for ICCS is depicted in Figure 3.5 [EPR96, Web04, 
Web07, Web 101. 

Message Bus Interface 

t t 

I 

Data Access Interface 

Figure 3.4 Model for Run-time Application Space 

3.6 INTERFACES FOR ICCS USERS 

Because ICCS is an integrated and centralized information system, ICCS 
users almost comprise all entities of a restructured power system, which 
include the IS0  operators at the ISO’s primary and backup control centers, 
transmission owners, transmission customers, and other users as shown in 
Figure 3.6. There are four departments of ISO, as shown in Figure 3.7, that 
are the major ICCS users. The respective functions of these departments 
are discussed next [WeblO-141. 
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Figure 3.5 CCAPI Reference Model for ICCS 

Integrated Control Center System 

Transmission 

Figure 3.6 ICCS Users 
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Figure 3.7 IS0 Departments Related to ICCS Activities 

CHAPTER 3 

Interfaces to System Operations. The system operations department 
is responsible for the real-time administration of the IS0  tariff, security 
coordination, scheduling and coordination of control area generation, 
operations support, transmission operational planning, and other 
operations engineering activities. Tasks to be fulfilled by this 
department mainly include real-time database maintenance and 
applications, technical operations, accounting and billing, 
communications, and hardware and software platform support. 

0 Interfaces to Information System. The information system 
department is responsible for all computer infrastructure activities, 
including application programming, data models, user interface, 
communications programming, and computer and communications 
hardware, as shown in Figure 3.8. Basic functions that information 
systems would provide include interfaces to communication networks 
connected to the IS0 control center, communication services to collect 
information from and send information to various sources, data 
exchange and processing of information between the IS0  and its 
participants, communications between the primary control center and 
the backup control center, and data models and databases to be used by 
the ICCS application functions. 

Interfaces to Customer Services and Training. The customer 
services and training department deals with customers for scheduling 
coordination, billing, and settlement questions, and providing 
information to loads and suppliers. It also provides training function 
for the I S 0  staff and for customers. The main functions are as follows: 
administer and register transmission customer applications for the IS0  
services, prepare procedure manuals for transmission customers, 
conduct transmission customer training, conduct the IS0  staff training, 
coordinate meetings, coordinate transmission customer dispute 
resolution, and monitor the power market. 

0 Interfaces to Financial Services and Accounting. The financial 
services and accounting department handles the bookkeeping, billing, 
settlements, and accounting functions of the ISO. It mainly has the 
following functions: define the processes and procedures for 
transmission service settlement, define algorithms and formulas for 
accounting and billing, prepare transmission customers’ invoices, 
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business accounting and billing. 
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Figure 3.8 IS0 Information System Functions 

The latest graphics display standards are adopted for user 
interfaces in all ICCS functions. User interfaces and activities are normally 
accomplished through window, tool bar, menu, and icon operations using a 
mouse and keyboard. For convenience, consistent graphics standards are 
applied to all displays. To let the data with similar appearances have a 
consistent interpretation throughout ICCS, each function should be 
consistent in its use of graphics, commands, menus, colors, point and click 
procedures, and data entry. 

In addition to the user interfaces discussed above, appropriate 
hardware and software are provided for ICCS to interface with other 
facilities including OASIS, time synchronization, and satellite 
communications backup, among other telecommunications services. The 
OASIS node of ICCS would meet FERC Standards and Communications 
Protocols (S&CP), and utilize both the public Internet and the IS0  private 
intranet to interface with transmission customers. In other words, 
transmission customers can choose to use the public Internet or the ISO’s 
private intranet to conduct business on OASIS, which requires the ICCS to 
support identical applications running over both the public Internet and the 
private intranet. Besides, interfaces to other communications service 
applications such as public telephone, NERC hotline, fax, weather services, 
voice recorder for system operations, and accounting and billing with the 
capability to e-mail conversations are also provided. 
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3.7 ICCS COMMUNICATION NETWORKS 

The IS0  provides the necessary components for ICCS communications 
infrastructure. In addition to ICCS LANs discussed in Section 3.1, the IS0 
would mainly use the following three types of computer networks to 
support various communication functions and services of ICCS: 

ISO’s private WAN 
0 The public Internet 
0 NERC’s interregional security network 

These three networks are WAN computer networks. This section provides 
a general overview of the relationship between these three supporting 
communication networks and the corresponding ICCS functions [Web 10- 
12, Web141. 

3.7.1 Private WAN of the I S 0  

The ISO’s infrastructure includes a private WAN that is dedicated to the 
ISO’s participants. This network is primarily used for exchanging the data 
between ICCS and transmission owner control centers and serving the 
ISO’s transmission customers. This private network is particularly built to 
interconnect the ISO’s control center and all its member control centers 
which are irregularly distributed in the ISO’s control territory. As part of 
this private network, a wideband link is utilized to connect the ISO’s 
primary control center and the backup site. From the viewpoint of the ISO, 
this private network is a kind of intranet. All the IS0 members’ control 
centers would have access to this private intranet. Though it is also 
available to transmission customers, power exchanges, and regional 
reliability councils, this private intranet is principally used for data 
exchange between ICCS and the IS0  members’ control centers. 

The structure of the private intranet can be of any form determined 
by the IS0  according to its specific relation with its member control 
centers. Because the IS0 members’ control centers are usually irregularly 
distributed in power systems, and interconnected by different 
communication links, the structure of the ISO’s private intranet can be 
quite irregular. Figure 3.9 shows a possible star type of structure for the 
ISO’s private intranet. The reliability of the computer system in Figure 3.9 
is often enhanced by a mirrored architecture across the two centers. This is 
analogous to the reliability of the ISO’s private intranet, which consists of 
two separate networks: the primary WAN and the secondary WAN. This 
redundant configuration is illustrated in Figure 3.10. 



INFORMATION SYSTEM FOR CONTROL CENTERS 

ISO’s Primary 
Control Center 

ISO’s Satellite ISO’s Satellite 
Control Center R-A Control Center 

ISO’s Backup 
Control Center 

ISO’s Satellite \ I /  Control Center 
ISO’s Satellite 
Control Center 

ISO’s Satellite 
Control Center 

Figure 3.9 Architecture of the ISO’s Private WAN 
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Figure 3.10 Redundant IS0 Intranet Configurations 

Normally the primary WAN is connected to the primary ISO’s site 
and the secondary WAN is connected to the backup ISO’s site. ICCS 
supports an access to redundant WANs from either the primary or the 
backup ISO’s sites, regardless of the location of system operators or active 
PUS. A PU located at the primary ISO’s site would have access to the 
communication server connected to the secondary WAN if the primary 
communication server fails or the primary WAN becomes unavailable, and 
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vice versa. The two ISO’s control centers coordinate their operations to 
ensure that at any time one site could operate in the primary mode, and the 
other in the backup mode. The same criterion applies to any operating PU 
and its complementary PU at each control center [Raj94]. 

Extensive data exchange would take place between the ICCS and 
the I S 0  members’ control centers. An ICCP is used for ICCS to support 
the system monitoring and transaction processing [Eri97, Rob95, VaaO 11. 
Traditional real-time data are exchanged between the IS0  and its members’ 
control centers; these data are also accumulated for the historical storage, 
planning, and analysis. General messaging applications such as messaging 
communications, curtailment instructions, and dispatch requests are 
supported by this private intranet. Functions for file transfers are also 
supported, since common Internet applications such as Web servers, FTP 
servers, and e-mail servers are implemented over this private intranet. 
Likewise the dissemination of accounting information and time-related 
schedules such as planned generation schedules, transaction schedules, and 
ancillary service commitment schedules are supported. 

3.7.2 NERC’s Interregional Security Network 

The NERC’s interregional security network (ISN) is used for the ISO’s 
communications with other NERC security coordinators, external control 
areas, and ISOs. As required by NERC orders, an IS0  must be able to 
quickly and reliably communicate with neighboring security coordinators. 
The IS0 has access to the NERC ISN for the purpose of meeting the 
NERC security coordinator requirements. The protocol used for ISN access 
is ICCP, which will not be used for peer-to-peer communication among 
transmission owners or between transmission owners and the ISO. The data 
exchange between the IS0  and other security coordinators would support 
system security applications. When necessary, the IS0  can also 
communicate with external control areas via the NERC ISN [Webl 11. 

The I S 0  accesses the NERC ISN to collect real-time data from 
external control areas and to provide real-time data to other NERC security 
coordinators and external control areas. In many cases System Data 
Exchange (SDX) is also used to provide data exchange between the IS0 
and other security coordinators. 

Figure 3.1 1 provides general diagram that shows how the three 
communications networks discussed above are interrelated and how they 
interface with the network users. The dotted communication lines between 
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the ISO’s private WAN and the power exchange, regional reliability 
councils (RRCs) and transmission customers point out that these 
communication links are optional, because they can normally access the 
IS0  through the public Internet. 

IS0 Primary Control IS0 Backup Control 
Center Center 

NERC 
ISN 

IS0 Private Intranet Public Internet 

IS0 Primary Control IS0 Backup Control 
Center Center 

NERC 
ISN 

IS0 Private Intranet Public Internet 

Figure 3.11 ICCS Communications Networks 

3.7.3 Public Internet 

The public Internet is the most common tool for the IS0  to communicate 
with power market participants and OASIS. As a kind of public utility, the 
public Internet can be accessed by anyone who has been given an 
appropriate access authorization. For security reasons, suitable firewalls are 
built to prevent any unauthorized access to the ISO’s control center via the 
Internet. 

The IS0  provides access for its member using both a private 
intranet as well as the public Internet. All services that are implemented on 
the IS0 private intranet, including ICCP communications, are also made 
available over the Internet using the same communication and data 
processing applications. In addition to supporting access for its members to 
ICCS core services via the Internet connections, the IS0  uses the Internet 
for more traditional administrative applications such as accessing Web 
sites, exchanging e-mails with non-member organizations, and 
downloading data files using FTP. However, consoles on the ICCS LAN 
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and workstations on the administrative LAN will require the Internet 
applications for the completion of their daily functions and services. 

Generally, transmission customers can access the IS0 either via 
the ISO’s private network or via the public Internet. Transmission owners 
and generation control areas normally access the IS0  via the ISO’s private 
intranet, but in the event that private intranet is not available, the 
communication will be via the public Internet. This switching process is 
quite automatic as identical software tools and services are provided by the 
ICCS for users to operate on these two networks. 

3.8 ICCS TIME SYNCHRONIZATION 

Since the concept of time is most critical to the ISO, satellite control 
centers, and power market participants, the system time at either the IS0 
control center or its satellite control centers is maintained locally using 
global position system (GPS) timeservers. ICCS is equipped with a time 
facility to determine the universal coordinated time (UCT), which is 
obtained from the global positioning system (GPS) satellite constellation. 
The ICCS is able to correctly interpret and distribute time stamps on time- 
sensitive data regardless of the local time zones to which the data applies. 

Specifically, the ICCS time synchronization includes computer 
time synchronization, network time synchronization and OASIS time 
synchronization as discussed next [Web07, Web 10- 141. 

Computer time synchronization. Each of ICCS computers maintains 
a common internal calendar and 24-hour clock time. All applications 
on any of these computers are required to take into account any time- 
related issues such as local date and time that are shown on all displays 
and reports. When necessary, a single point adjustment is performed to 
keep the time synchronized. 

Network time synchronization. The ICCS network time is maintained 
for all component elements of ICCS. Distributed time services are used 
for synchronization among computers in the ICCS network. Every 
computer on the network periodically synchronizes to the time server, 
and all network computer clocks are automatically synchronized to 
within one microsecond of the time standard. When the time 
synchronization service is unavailable, the users can manually update 
the computer clock through the user interface. If a computer’s internal 
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clock and the time standard differ by more than an adjustable amount, 
an alarm message will be set off to inform the operator. 

0 OASIS time synchronization. The OASIS time synchronization is 
implemented by using the network time protocol (NTP) or by using 
other standard time signals such as GPS. Through time 
synchronization, the time stamps of all transactions on the same 
OASIS node can be accurate to within f 0.5 seconds of the standard 
time. 

3.9 UTILITY COMMUNICATIONS ARCHITECTURE 

The integration of various power system applications was extremely 
complicated and costly because individual power system commercial 
software vendors had designed proprietary communications systems for 
their own products. To solve the problem of by providing a standard 
communications architecture for both electric utilities and vendors, in the 
late 1980s, EPRI initiated a project called Integrated Utility 
Communications (IUC) as a first step toward creating the necessary 
industry standards. The Utility Communications Architecture (UCA) is one 
of the IUC activities. 

The objective behind the UCA effort was to build an information 
architecture that could meet the communication needs of electric utilities. 
At the beginning, UCA was used to clarify the types of information that 
electric utilities would need to communicate and the ways they would 
communicate; as these issues were resolved, UCA could be used to identify 
the types of protocol that utilities would use to perform these functions. 

The long-term goal of UCA is to build an architecture that has 
vendor-independent communication tools, easily expandable services, and 
enterprise-wide access to the real-time information. To avoid the 
development of a utility-specific communication protocol, UCA has 
incorporated several existing international standards and technologies. 
Since no single transport protocol is perfect for all applications, UCA 
provides several protocols within communication layers from which 
vendors and integrators can choose to suit their different applications. A 
manufacturing message specifications (MMS) protocol serves as the 
application protocol for all applications [IEEEO 11. 

UCA represents several advantages for utility operations. First, 
UCA facilitates integrations and allows utilities to choose the best-in-class 
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equipment for their specific tasks. Second, UCA facilitates the use of 
distributed measurement, control, and communication schemes, and thus 
provides an alternative to all-in-one-box solution that usually provides 
more functionality than necessary. For instance, when a traditional EMS is 
replaced by an OFDEMS (open functional distributed EMS) [Wang97], 
which has several computers on a LAN, feasible EMS applications would 
increase. Moreover, if the LAN is fast enough, the distributed processing of 
OFDEMS applications would be practical. Third, depending on the 
communication specifications on a WAN, UCA can allow users’ access to 
real-time data for certain functions. Thus system operators, planners, power 
brokers, and finance personnel can all benefit from the availability of the 
real-time information [EPR96]. 

3.9.1 Communication Scheme 

The data communication in UCA is based on the seven-layer model of the 
OSI, which is a general model for network communication developed by 
the International Standards Organization. This model shown in Figure 3.12 
is composed of seven separate layers with distinct functionalities. 

Layer 6 Presentation 

Layer 5 Session 

Network 

Layer 4 

Layer 3 

Physical 

Layer 2 

Layer 1 

Figure 3.12 OSI Seven-Layer Model 

More specifically, the OSI stack of seven layers is grouped into the 
following three sets of profiles: 
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A-Profiles. Including application, presentation and session layers, 
which decide on the information packaging and format. In the 
presentation and session layers some necessary tags are added to the 
data that will be recognized by the communication protocol at the 
receiving end. 

T-Profiles. Including transport and network layers. The transport layer 
ensures a reliable message transfers across the network, and the 
network layer provides addressing and routing functions to allow the 
connection of multiple network segments to larger networks. 

L-Profiles. Including the last two layers of the stack, namely data-link 
and physical layers. The data-link layer controls the access to the 
network media, and the physical layer specifies wires, voltages, 
connectors, and other physical attributes of the system. 

In the communication process, this seven-layer model will function as 
follows: At the sending end, the data generated from certain processes 
enter the application layer first, proceed through all layers to layer one, and 
then traverse across communication links to the receiving end. At the 
receiving end, the data make its way up through all the seven layers. 

This seven-layer OSI model has been used for various networking 
schemes, such as TCP/IP, Microsoft, Novell, DNP, and UCA. Because of 
the prevalence of the Internet, most routers and gateways on networks are 
usually set up to deal with TCP/IP rather than OSI. TCP/IP was originally 
designed to transport data streams from one point or one application to 
another. Because TCP/IP streams use timers to detect the end of the data 
stream, TCP/IP may sit idle for a short while in awaiting the arrival of 
additional data. These time lags may be unacceptable for many time- 
critical functions of electric utilities. The OSI stacks are oriented toward 
packets rather than streams. These packets have a clear beginning and end 
signals. If a client receives an incomplete packet, it will be simply 
discarded and a new one may be requested at the same time. Hence, a 
client will not sit idle while awaiting the rest of the information. For this 
reason, OSI suits time-critical communications better than the TCP/IP. 

The UCA component communication is illustrated in Figure 3.13, 
where the WAN could be the ISO’s private WAN, the NERC ISN, or the 
public Internet. Every component could have a LAN as shown in Figure 
3.14 [EPR96, VaaOI]. 
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Figure 3.13 UCA Component Communications 
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Figure 3.14 Conceptual LAN of UCA 
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3.9.2 Fundamental Components 

UCA has four major components: manufacturing message specifications 
(MMS), common application service model (CASM), generic object 
models for substation and feeder equipment (GOMSFE) and ICCP 
[EPR96, EPROIa]. All are described in this section. 

MMS. is an internationally standardized messaging system as defined in 
the International Organization for Standardization 9506. It is the 
application-level messaging protocol which is used for real-time data 
exchange applications; it is also applied to a real-time networked data 
exchange and supervisory control. MMS is very robust and has the 
capacity to perform functions that are requested by utilities. As a top-level 
application in the seven-layer data communication model, MMS is 
independent of transport layers that are located below it. No matter what 
networking protocols are used, one UCA compliant device always provides 
MMS at the application level to other devices on the network, which makes 
the integration of network components much simpler. Therefore, MMS has 
emerged as a protocol for implementing the UCA functionality. Whereas 
UCA was concerned with identifying functions that utilities would like to 
perform, the UCA 2.0 version is more concerned with methods and 
languages that allow devices from different vendors to work together in an 
electric utility substation. 

CASM. gives the details of the processes that a communication service 
must follow within UCA, and defines these within the step-by-step logic 
flow of UCA operations. CASM does not specify protocols for executing 
services and thus is independent of any protocol. UCA maps services to 
MMS when it needs to perform actions specified in CASM. 

GOMSFE. defines information categories, hierarchy, and naming 
conventions for the electric utility substation, and it therefore serves as a 
dictionary of names for equipment and functions within a substation. An 
IED (intelligent electronic device) in a substation will have all of its data 
and functions available to respond to these names. For data to be viewed, 
the location of the data within the organizational hierarchy of GOMSFE 
must be provided. The data in UCA is set up in a series of groupings like 
file folders. The names of these folders and their information are listed as 
follows: 

0 Remote terminal unit 
0 Measurement unit 
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Load tap changer controller 
Capacitor bank controller 
Switch controller 
Automated switch controller 
Circuit breaker controller 
Re-closer controller 
Bay controller 
Power monitor 
Distribution feeder protection and control 
138 kV transmission line protection and control 
345 kV transmission line protection and control 

The hierarchy of data proceeds from the top application level of the seven- 
layer data communication model. Any protocol functioning in this layer 
must be able to handle this organizational structure and services. The basic 
organizational scheme can be described as follows: Say the voltage VBX 
of bus X is required for a commercial application. A device with a unique 
alphanumeric code should exist on the network with a domain like 
Power-server5 within this device. There would be a set of information like 
MVM within this domain, within MVM there would be another level of 
classification such as MVMX, and within MVMX there could be another 
level such as MVMY. Suppose that VBX is within MVMY, then VBA can 
be accessed at the following address: 

Domain = Power-server5 

Object Name = MVM$MVMX$MVMY$VBX 

GOMSFE also defines the way information will be provided. For a voltage 
measurement, a device can provide it as an integer or a floating-point value 
in the appropriate unit and format. The domain name is used here instead 
of the physical address of the device. There could be multiple domains at 
one physical address, as this allows a user to create several logical devices 
within one physical device on the network. 

ICCP. specifies database-oriented communication methods within UCA. 
It is particularly designed for data communication between power system 
control centers. ICCP is known as IEC60870-6 TASE.2 (Telecontrol 
Application Service Element Number 2) [Eri97]. ICCP provides methods 
for the data transfer between utility control centers and defines UCA 
services in terms of MMS in the application layer. ICCP uses neither 
CASM nor GOMSFE. Compared with CASM and GOMSFE, which deal 
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with data in a device-centric view, ICCP defines the data similar to those in 
a SCADA system. ICCP is defined in terms of the client-server model of 
ISO/IEC 9506, and is modeled as one or more processes operating as a 
logical entity that perform certain communications [Gre92]. For example, 
for a model of a control center that includes several different classes of 
applications such as SCADNEMS, DSM/load management, distributed 
application, and madmachine interface, the logical relationships of ICCP 
to the control center applications is that depicted by Figure 3.15. 

Control Center A Control Center B 

SCADNEMS 

Figure 3.15 Relationship between ICCP and Control Centers 

3.9.3 Interoperability 

Previously one vendor could place bus X’s voltage VBX in a register 
named XXXX when implementing DNP; other devices on the network 
such as RTU and PLC would need to be programmed with the location of 
this information. When a new vendor’s product that uses the register 
YYYY to place voltage VBX of bus X is added to the network, all PLC, 
RTU, and the like, must be reprogrammed. There is no interoperability in 
this situation, since extensive changes have to be made to the existing 
system for each new device. Now with UCA 2.0 the integration of various 
products from different vendors becomes much easier. UCA solves this 
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interoperability problem in the product design phase by applying many 
new integration-friendly concepts [EPR96, Web 10- 141. 

Instead of specifying a register name for the VBX voltage of bus 
X, a variable named MVM$MVMX$MVMY$VBX is used for all devices 
on the network. Since every device refers to the data in the same way, 
reprogramming becomes unnecessary after a new vendor’s product has 
been added. A UCA client can extract a list of self-describing objects from 
the server that it is trying to access; these objects detail the information and 
services the server can provide or perform, and thus reduce the need to 
specify how the clients should interact with servers. On the other hand, 
because of the separation of T-profiles from A-Profiles, a UCA client can 
be developed independently of the precise T-profile used. This implies that 
the client can access a device in the exact same manner because the 
difference in the T-profile is isolated from the application. UCA 2.0, 
CASM, and GOMSFE allow for more functions to be implemented in a 
standardized manner rather than just registering the exchanged value. 
Because MMS is the common language for all applications, new 
instructions for each involved device do not need to be translated, although 
instructions on how to use the new services would need to be provided. 
Moreover, the protocols used within UCA are international standards. They 
are well established and defined, and they benefit from economies of scale 
and a common knowledge base. Moreover the self-describing services of 
UCA greatly simplify the communication among devices. 

EPRI and electric utilities sponsored a number of meetings where 
vendors of UCA compliant devices interoperated on an Ethernet LAN. For 
instance, the AEP LAN Substation Demonstration Initiative was a UCA 
proof-of-concept program centered on the substation. AEP installed a 
unified power flow controller (UFPC) at its Inez 765 kV station and 
utilized the UFPC to handle communication between the Inez station, six 
remote stations, area dispatching, and the corporate office [Edri98]. The 
communication medium was 10 Mbps Ethernet on a switched hub or 100 
Mbps on a shared hub. To ensure timely response to control commands, a 
priority mechanism was implemented to give Inez LAN traffic the highest 
priority at each routing node on the AEP system WAN. 
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3.10 ICCS COMMUNICATIONS SERVICES 

ICCS provides various communications services to support data exchange 
applications. Figure 3.16 shows the services used by participants to 
co-municate with ICCS [EPR96, EPROlb, Cau96, WeblO-141. 
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Figure 3.16 ICCS Communications Services 
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One of the main objectives of these communications services is to 
ensure the interoperability across computing platforms as ICCS, 
transmission owners and transmission customers usually operate on 
different computing platforms. Moreover, a group of application interfaces 
that are necessary to automate the data exchange process are provided. The 
applications of each service are discussed next. 

ICCP. As a special communication protocol, ICCP is mainly used to 
support data exchanges composed of values associated with fixed time 
increments. Practically, ICCP is used for a real-time data exchange 
between ICCS and transmission owners and satellite control centers, 
external control areas and other entities, as illustrated in Figure 3.8. ICCP 
can also support certain messaging types of applications. 

TCP/IP. As a popular industry standard protocol for data transmission 
among computer sites, TCP/IP is also used as the communications service 
standard for ICCS and information systems LANs. A dedicated addressing 
domain is used for the communication services including, FTP, Web 
services, e-mail, and ICCP among other special communication services. 

HTTP. As a support for information distribution, HTTP based on WWW 
servers is installed on ICCS LANs. HTTP functionalities are included in 
Web server tools. All activities occurring on Web servers, including data 
snapshots, are date and time stamped. The Web support tools also interpret 
HTML, and thus ensure the interoperability among heterogeneous systems 
in a network. 

E-mail. As a convenient tool for users to send and receive messages at 
different sites of the public Internet, e-mail services are provided by ICCS 
for all ICCS users. Usually the SMTP and POP3 are implemented to 
provide mail-handling services for all e-mail clients. Auditable e-mail is 
provided as a means by which a process is initiated, tracked and archived. 
Both functions belong to non-interactive messaging and thus can take 
advantage of many existing standard software packages. 

FTP. As a standard Internet protocol for data exchange among computer 
sites, FTP is used for the exchange of data both into and out of ICCS. ICCS 
can receive data files from user sites by downloading or being uploaded 
using FTP. ICCS users can receive data files similarly from ICCS. The 
privacy of FTP data exchanges is ensured by providing the necessary 
security measures like the user authorization password. 
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NERC SDX. The NERC SDX is developed for data exchange between 
ICCS FTP and NERC FTP sites via the Internet. NERC SDX also provides 
the mechanism for retrieving data files from NERC for the calculation of 
ATCs and PTDFs. NERC SDX provides the means for security 
coordinators to enter data on the peak load information; net exports and 
imports; operating reserves; and generation and transmission outages. 

OASIS. OASIS is the communications system used by the power industry 
for the coordination of transmission services over the public Internet. All 
businesses associated with transmission services are conducted on OASIS 
nodes. ICCS LAN has a special node for OASIS. The OASIS input system 
provides pre-validated re-dispatch and ancillary service bids, as well as 
generator parameters and other information to ICCS. ICCS also provides 
some information to OASIS which includes ancillary service commitments 
and other data needed to support transmission service functions and 
participant information requirements. 

3.10.1 Other Communication Services 

Certain ICCS messages, which must be acknowledged and audited by the 
recipient, use ICCP to transfer messages other control centers. The 
messaging applications include: control functions, generation re-dispatch, 
voltage schedules, transmission loading relief, and the ISO’s reserve 
sharing. The messaging process consists of the following steps: 

0 An instructive message is sent from the IS0 to a designated satellite 
control center. 

The designated satellite control center confirms the receipt of the 
message from the IS0 by sending confirmation back to the ISO. 

Messages involved in the first two steps are structured to allow 
intelligent processing and analysis. For instance, any error in the 
transaction process will generate alarms at the sending site. 

0 

3.11 ICCS DATA EXCHANGE AND PROCESSING 

ICCS provides a group of functions for data exchange and processing. This 
section will discuss how these functions are realized by utilizing the data 
communication services discussed above. 
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3.1 1.1 Real-Time Data Processing 

Through ICCP, power system real-time data can be transmitted from 
transmission owners’ computers to ICCS. These real-time data include but 
not limited to the following [Cau96, WebO1, WeblO-141: 

2-second status data 
0 5-minute status data 
0 10-second analog data 
0 60-second analog data 
0 

0 On-demand digital data. 
15 minute, 30 minute, and hourly digital data 

In the SCADA system, the 2-second status data are reported by 
exception, and 5-minute status data and all digital data are transmitted 
within a predetermined time window. Usually every five minutes, the IS0 
prepares and deposits a file containing the results of the state estimation for 
each transmission owner and other NERC security coordinators. The file 
appropriate to each transmission owner is placed in the transmission 
owner’s designated directory following the execution of state estimation. 
ICCS sends the data via ICCP to transmission owners and other entities 
that are connected to the ISO’s private network. Data formats conversion 
applications will be invoked if the format of the incoming data is different 
from that of the local database. A network status processing application 
detects abnormal circuit conditions by automatically analyzing the network 
model database. Usually every five minutes, the IS0 prepares and deposits 
a file containing the results of the state estimation for each transmission 
owner and other NERC security coordinators. 

3.1 1.2 Transaction Scheduling and Processing 

Transmission customers post their service requests to the OASIS Web 
server, and within a predetermined time limit, service confirmations will be 
published on the same OASIS Web server by the ISO. All of these requests 
and confirmations are accessible by transmission customers, whether they 
were issued over the public Internet or the IS0 private network. ICCS uses 
a directory structure and a file naming convention to identify each schedule 
and its time association. Schedule files are sent to the ISO’s FTP site 
according to the directory structure and file-naming convention, and at the 
same time an e-mail message will be sent to notify ICCS that the schedule 
has been deposited at the ISO’s FTP site. Transmission owners must also 
send their maintenance schedules to the ICCS for approval. These 
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transactions use the standard FTP with auditable e-mail techniques. 
Requests for ancillary services are also posted to the OASIS Web server by 
transmission customers requiring ancillary services. Ancillary services 
schedules are approved and posted on the OASIS Web server by the ISO. 
Whether they are issued over the public Internet or the IS0  private 
network, all bids and schedules are accessible by transmission customers. 
In addition, billing data are transmitted to transmission customers by ICCS 
on a daily basis. On a monthly basis, ICCS transmits an invoice to each 
transmission customer by attaching the invoice to an auditable e-mail 
message. Appropriate user authorization security measures are provided by 
ICCS to ensure the privacy of the billing and invoice data. 

3.1 1.3 Generation Unit Scheduling and Dispatch 

Unit commitment schedules are usually prepared to cover the entire ISO’s 
operating time horizon, which is up to two weeks in the future (i.e., the 
current day and the next 13 days). Unit commitment schedules consisting 
of availability status and desired MW output are prepared daily or even 
more frequently when necessary by each generation’s control area. On a 
day-ahead and hourly basis, generation owners use ICCP to submit 
generation bids to the ISO. At a designated deadline within the hourly time 
window, ICCS uses the ICCP to retrieve these bids from each generation 
owner. All bids will be posted on the OASIS. Depending on the outcome of 
the generation re-dispatch processing of bids by ICCS, it may be necessary 
for generation owners to send a re-dispatch schedule to the generation 
control area. Generation unit owners must also send their maintenance 
schedules to the ICCS for approval. After the ICCS has processed these 
maintenance data, the approval or denial of the schedules is returned to the 
individual transmission and generation owners [Web0 1, Web05-07, 
Web 10- 141. 

3.12 ELECTRONIC TAGGING 

Electronic tagging applies to all transactions whether or not they cross 
control area boundaries [TomOl]. Both the IS0  and its satellite control 
centers are responsible for staging, or contracting to stage, electronic 
tagging authority and approval services which receive and parse tags. As 
defined by NERC, the electronic tagging process consists of the following 
triple-A services [Webl 11: 

0 Agent service 
0 Authority service 
0 Approval service. 
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~ 

TagAgent - + Service 

The IS0 and its satellite control centers are responsible for 
providing these services. Necessary functions used to accomplish tagging 
services are integrated into ICCS. The electronic tagging system of ICCS is 
totally compliant with NERC standards and specifications. Hence, although 
it can use any proprietary mechanism to convey the tag information, ICCS 
has to comply with technical standards and protocols for the exchange of 
transaction information with tagging related services. The detailed 
electronic tagging process is depicted in Figure 3.17. 

Tag Authority 
Service Approval 

Service 

Figure 3.17 Electronic Tagging 

During the process of information exchange, the electronic tagging 
system initially creates electronic tags that represent their respective 
transactions, and then disseminates these tags to all parties that are directly 
involved with these transactions. To achieve a good performance, the 
electronic tagging system must be able to identify parties in a transaction 
that have responsibility for the data exchange at every step and to ensure 
data integrity without duplicating the data entry or replicating errors. The 
time or the number of data transfers among parties should be minimized, 
and the electronic tagging system should be able to upload the approved 
tags to the NERC’s interchange distribution calculator (IDC). 

3.12.1 Tag Agent Service 

The tag agent service provides the initial creation of an electronic tag 
representing an interchange transaction and the transfer of that information 
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to the appropriate tag authority service. Purchasing-selling entities (PSEs) 
are responsible for providing this service directly or by arranging with a 
third party to provide this service as their agent. The tag agent service first 
validates the input tag data from the PSEs and then prepares all required 
tables and data elements as defined in the tag data model based on the PSE 
input data. Tags created by the tag agent service are forwarded to the tag 
authority service associated with the sink control area. The tag agent 
service assigns a tag ID and a tag key to each transaction and electronically 
communicates the tag ID, tag key, and tag data to the corresponding tag 
authority. A mechanism is provided by the tag agent service for PSEs to 
query tag authorities for the current status of their transactions either by 
simple polling or via an optional unsolicited notification mechanism. The 
tag agent service also provides the means for PSEs to withdraw, cancel, or 
terminate early any of their pending or active tags. 

3.12.2 Tag Authority Service 

The tag authority service provides the focal point for all interactions with a 
tag and maintains the single authoritative copy of record for each tag 
received from any tag agent service. Every control center is responsible for 
providing this service directly or by arranging with a third party to provide 
this service as its agent. The tag authority service manages each 
transaction's individual approval and overall composite status based on 
communications with tag agent and tag approval services. The tag authority 
service accepts input tag data from any tag agent service and identifies 
entities with approval rights over the transaction. All tags associated with 
entities identified as having approval rights over that transaction are 
transferred to the tag approval service for evaluation. Based on the 
approvals/denials received from these tag approval services, the tag 
authority arbitrates and sends the final disposition of the tag to the 
originating tag agent and all tag approval services associated with the 
transaction, and to that control area's security coordinator as well. The tag 
authority service verifies the identity of each approval entity attempting to 
approve or deny a tag based on the tag ID and the tag key, and updates the 
transaction's approval and composite status as appropriate. The tag 
authority service also provides the capability for both tag agent and tag 
approval services to review the current approval status of any transaction 
tag on demand. The tag authority service provides a mechanism for partial 
curtailment of transactions. All tags that are canceled or terminated will be 
forwarded to a designated location as identified by the information defined 
in the master registry associated with the sink control area. 
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3.12.3 Tag Approval Service 

The tag approval service receives all tags submitted by tag agent services 
via the appropriate tag authority service, and communicates approval or 
denial information to the tag authority managing the transaction 
electronically in compliance with the protocol description. A mechanism is 
provided for the approval entity to send an approval or denial feedback to 
the tag authority service. The tag approval service can receive notification 
messages from the tag authority on each change in the composite status of 
the Tag. The current status of each transaction submitted for approval can 
be queried from the appropriate tag authority. Though initially the tag 
approval service is the responsibility of the control areas identified along 
the transaction's scheduling path, any entity that has the right to verify the 
contents of, and approve or deny, a tag is responsible for providing this 
service directly or for arranging with a third party to provide this service as 
their agent. 

3.13 INFORMATION STORAGE AND RETRIEVAL 

ICCS information storage and retrieval (IS&R) system consists of a 
commercial database management system that accommodates long-term 
archival storage and retrieval of information produced by ICCS. All ICCS 
data are available for collection, calculation, retention, and archiving by 
IS&R. The information to be stored and retrieved includes historical 
information required to meet regulatory archiving requirements, historical 
information required for audit purposes and for market dispute resolution, 
and some selected operational information required to support the IS0 
business process and decision support functions outside ICCS. Some types 
of information such as user log entries, IS0 operator entries, functional 
control instructions, and alarms and events can even be automatically 
captured by IS&R, and the data to be captured and the periodicity can be 
defined through the IS&R database generation and maintenance function. 

The IS&R provides services for a large number of information 
users. The IS&R database is capable of communicating with users through 
TCP/IP. The users' data can be exchanged with IS&R on a cyclic basis and 
on demand. All ICCS users with the appropriate authorization are able to 
access IS&R functions, review transaction scheduling and historical 
information, and even edit information [Web0 1 - 141. 



INFORMATION SYSTEM FOR CONTROL CENTERS 133 

3.14 ICCS SECURITY 

ICCS manages all information system resources, including protocols, 
bandwidth, information, and address assignment. The ICCS has also 
become the server of communications functions, and information system 
users act as a client of ICCS services. In addition, some clients authorized 
by the IS0 could have both reading and writing permission to ICCS 
computer systems. Hence, to protect ICCS from being violated of any 
security requirements, ICCS must be provided with necessary security 
measures. Most often the potential security risks to ICCS come from the 
following two areas: unauthorized access to ICCS by outside individuals 
and inadvertent destruction of data by individuals. In this section we will 
discuss these concerns and corresponding preventive measures. 

3.14.1 Unauthorized Access 

Because the IS0 is actually connected with the public Internet, 
unauthorized access by outside individuals is a significant concern. The 
ICCS must provide security measures to prevent any unauthorized access. 
The generally desired security measures for this purpose mainly include 
user authentication, IP address authentication, system authentication, and 
Internet access via proxy servers. We discuss these measures below [Web 
01-14]: 

User authentication. The IS0 assigns a distinct identification and a 
password to each authorized user. Every user must supply its own 
identification and password in order to gain access to ICCS services. 
ICCS identifies the requestor’s identification and password in the user 
login process; if the user identification and password are correct and 
matched, the login request will be granted, otherwise, the login request 
is refused 

IP address authentication. The IS0  maintains an IP address 
assignment list for both its static and dynamic IP client address. In the 
user’s login process, the IP address authentication function will check 
the user name against the IP address associated with the user on the 
list. If the user’s name and IP address are matched, the access request 
will be granted. Because an IP address is globally unique to one user, 
this authentication function can help prevent illegal access when some 
unauthorized users masquerade as authorized users. 
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System authentication. The system serial number of the user’s 
machine is unique and is usually taken from the system hard drive. 
Like the authentication of an IP address, if the IS0  maintains a system 
serial number list of all members, the system serial number of the 
user’s machine can be used to validate the user identification. Because 
a system serial number is generally more difficult to forge than the IP 
address, the system authentication is more powerful to prevent an 
unauthorized user from masquerading as an authorized user. 

Internet access via proxy servers. Proxy servers can be used to limit 
the number of IP addresses required by the IS0 for Internet access. All 
the IS0  private network and LAN IP addresses can be hidden from the 
Internet. All access to the ISO’s private network and LAN IP addresses 
further will be via particular proxy servers. This way not only the 
network security can be increased but also the entire IP address space 
can open up for use on the ISO’s private network and LANs. 

0 

3.14.2 Inadvertent Destruction of Data 

Inadvertent destruction of data can be minimized or even avoided through 
user access control and frequent system backup. The user access control 
can be realized by restricting the user’s ability to read, write, delete, and 
execute files on ICCS and will be applied to all ICCS directories and files. 
In particular, to prevent users from accidentally deleting the output results 
of ICCS functions, users are given read-only access to some files. 
Meanwhile the system backup can be used as another effective approach to 
recover accidentally destroyed information. As a complementary tool, 
multi-generation backups are reserved to recover the lost data that are not 
detected soon after the loss [Web 1 I]. 
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Common Information Model and Middleware 
for Integration 

4.1 INTRODUCTION 

4.1.1 CCAPUCIM 

In this era of information technology, the availability of pertinent and 
easily accessible information is becoming the most valuable resource in 
every energy company. In a competitive marketplace, real-time energy 
information can provide the strategic advantage that companies would 
require to achieve their critical goals, such as optimizing the power systems 
operation, enhancing asset and personnel productivity, reducing operational 
costs, and maintaining a vital flexibility for future change. To keep pace 
with rapid changes, which affect the energy industry, energy companies are 
seeking ways to improve accessibility to critical resources. 

Improvements to the way a power company uses information could 
start from the EMS located in control centers. Many cutting-edge EMS 
applications that control room managers would utilize to keep pace with 
rapid industry changes are incompatible due to specialized or proprietary 
engineering designs or software applications in EMS. The exclusiveness of 
these applications precludes exchanging EMS data with other databases 
within an energy company. 

EPRI launched a project in 1990, called Control Center 
Application Program Interface (CCAPI), for reducing the cost and time 
needed to add new applications to EMS, and protecting resources invested 
in existing EMS applications that are working effectively. The main goal of 
CCAPI was to develop a set of guidelines and specifications to enable the 
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creation of plug-in applications in a control center environment. 
Essentially, CCAPI is a standardized interface that enables users to 
integrate applications from various sources by specifying the data that 
applications could share and the procedure for sharing them [CAPOl, 
KhaO1, Mau021. To realize this project, the essential structure of a power 
system model is defined as the Common Information Model (CIM), and 
this comprises the central part of CCAPI. 

CIM provides a common language for information sharing among 
power system applications that can be converted into extensible markup 
language (XML) [BecOO, BerOO, IECO 1, IEC02, IEC03, EPR96, (30099, 
Hir99, Lee99, NeuO 1, Pod99a, Pod99b, WanOO]. XML ensures that 
standard format is used in exchanging power system model information 
that any EMS can understand. The North American Electric Reliability 
Council (NERC) mandates security coordination centers (SCCs) to use 
CIM for their model information exchange. 

CIM compliance enables control center personnel to combine, on 
one or more integrated platforms, software products for managing the 
power system economy and reliability. As a result personnel can upgrade 
or migrate their EMS systems incrementally and quickly, while preserving 
prior utility investments in customized software packages. Migration is 
perceived to reduce upgrade costs by at least 40 percent and enable energy 
companies to gain strategic advantages by using new applications as they 
become available. 

4.1.2 What Is IEC? 

The International Electrotechnical Commission (IEC) is a 
worldwide organization comprised of all national electrotechnical 
committees whose objective is to promote international cooperation on 
questions concerning the standardization in electrical and electronic fields. 
IEC publishes the international standards prepared by the appropriate 
technical committees of IEC. IEC collaborates closely with the 
International Organization for Standardization in accordance with 
conditions determined by agreement between the two organizations. In 
promoting international standards, IEC national committees undertake to 
apply IEC standards transparently in their national and regional standards. 
Any divergences from IEC standards are clearly indicated in the 
corresponding national or regional standards. 
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Largely based upon the results of the EPRI CCAPI research 
project, the IEC technical committee on power system control and 
associated communications has prepared an international standard series 
IEC 6 1970 on Energy Management System Application Program Interface 
(EMS-API). The IEC 61970 series defines the standard for EMS-API, 
which consists of the following parts: 

EMS-API Part 1 : Guidelines and General Requirements 

EMS-API Part 2: Glossary 

EMS-API Part 301 : CIM base (which specifies the basic and core CIM 
from the logical view of the physical aspects of EMS information) 

EMS-API Part 302: CIM Financial, Energy Scheduling, and 
Reservation (which specifies the CIM from the financial and energy 
scheduling logical view) 

EMS-API Part 303: CIM SCADA (which specifies the CIM from the 
SCADA logical view; 

EMS-API Part 501 : CIM Resource Description Framework (RDF) 
Schema, which specifies a Component Interface Specification or (CIS) 
for EMS-API). Included are the format and rules for producing a 
machine readable form of the CIM as specified in EMS-API Part 301, 
302, 303 standards as well as a CIM vocabulary to support the data 
access facility and associated CIM semantics. 

RDF is the language used for expressing the metadata that 
machines can process simply. RDF is expressed as a special kind of XML 
document. The RDF schema is a schema specification language that 
describes resources and their properties, including how one resource is 
related to other resources, as this information is used in an application- 
specific schema. EMS-API Part 501 takes advantage of current Web 
standards and provides a mechanism for independent suppliers to access 
CIM metadata in a common format and with standard services that enables 
subsequent CIM data access. It also provides CIM versioning capabilities 
and a mechanism that is easily extensible to support site-specific needs. 

4.1.3 What Is CIM? 

CIM is an abstract model that represents all the objects in an electric utility 
enterprise that are typically contained in an EMS information model. It 
defines public classes and attributes for these objects as well as their 
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relationships using object-oriented modeling techniques. The CIM 
specification uses the unified modeling language (UML) notation, which 
defines CIM as a group of packages. By CIM, the information of common 
interest can be defined in a common model to which individual 
applications translate their local designs. 

By providing a standard representation of power system models 
such as combining multiple proprietary power system models into a single 
merged internal model for an RTO, CIM facilitates the integration of EMS 
applications developed independently by different vendors, or between 
EMS and other systems concerned with different aspects of power system 
operations, such as generation or distribution management. This is 
accomplished by defining standard application program interfaces to 
enable these applications to access public data and exchange information 
independent of how such information is represented internally. CIM 
specifies semantics for EMS-API. 

However, the use of CIM goes far beyond EMS applications. This 
standard should be understood as a tool for integration in any domain 
where a common power system model is needed to facilitate 
interoperability and plug compatibility between applications and systems 
independent of any particular implementation. For instance, CIM can be 
used for transferring power system model data between security 
coordinators, and the exchange of power system models among different 
vendor products. 

Some of the advantages of using CIM as a single unified data 
model for data exchange and applications integration are as follows: 

Applications written to a standard environment require less 
environmental customization. 

Each data supplier or customer would only need to know how to 
translate to a single model rather than make multiple point-to-point 
translations. 

Although data may be distributed, a virtual database built upon a 
common schema helps reduce data duplicity. 

System-wide data changes are available to allow numerous 
applications simultaneously. 

The simplified system architecture makes subsequent advancements in 
capabilities less difficult. 
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4.2 CIM PACKAGES 

A package in CIM is used for grouping generally related model elements. 
Each CIM package contains a number of defined classes and one or more 
class diagrams showing these classes and their relationships graphically. 
All CIM packages describe any entity that could appear in an electric 
power system. There is no specific semantic for package definitions, and 
the chief purpose of using the package concept is to make CIM easy to 
design, understand, and review. An entity may have associations that cross 
many package boundaries, and an application may use CIM entities from 
more than one package. Additional packages may be defined as needed to 
support new views of the power system model. 

A comprehensive CIM consists of a complete set of packages. As 
depicted in Figure 4.1 a comprehensive CIM could be partitioned into 
sixteen packages. In the figure, the dashed line indicates a dependency 
relationship, with the arrowhead pointing from the dependent package to 
the package on which it has a dependency. 

Domain €3 Financial Tk-1 
I 
I 
I 
I 

Energy Sche 
duling 

A 
I 

Figure 4.1 CIM Top Level Packages 
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The Core, Topology, Wires, Outage, Protection, Asset, Meas, 
LoadModel, Generation, Production, GenerationDynamics, and Domain 
packages are defined and described in IEC 61970-301. The Energy 
Scheduling, Reservation, and Financial packages are defined and described 
in IEC 61970-303. The SCADA package is described in IEC 61970-303. 
The package boundaries do not necessarily imply application boundaries. 

In the following, we will give a brief introduction to the main CIM 
packages, and discuss attributes and relationships of classes in each 
package. 

Core. This package contains basic entities that are shared by all 
applications. Not all applications require the entire Core entities. 

Topology. This package is an extension of the Core package; in 
association with the Terminal class, it models Connectivity. 
Connectivity is the physical definition of how equipment is connected 
together. 

Wires. This package is an extension of Core and Topology packages; it 
models information on electrical characteristics of transmission and 
distribution networks. This package is used by network applications 
such as state estimation, load flow, and optimal power flow. 

Outage. This package is an extension of the Core and Wires packages; 
it models information on the current and planned network 
configuration. 

Protection. This package is an extension of the Core and Wires; it 
models information for protection equipment such as relays. 

Meas. This package contains entities that describe dynamic 
measurement data exchanged between applications. 

Load Model. This package provides models for energy consumers and 
the system load. Special circumstances that may affect the load, such 
as seasons and day types, are also included here. This information 
could be used for load forecasting and management. 

Generation. This package is divided into two subpackages: Production 
and GenerationDynamics. 
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o The Production subpackage provides models for various kinds 
of generators. It also models the production cost information that 
is used to economically allocate the demand among committed 
units and calculate reserve quantities. This information is used 
by unit commitment and economic dispatch of hydro and 
thermal generating units, load forecasting, and automatic 
generation control applications. 

o The GenerationDynamics subpackage provides models for 
prime movers, such as turbines and boilers, which are needed for 
simulation and educational purposes. This information could be 
used for a unit modeling in dynamic training simulator 
applications. 

Domain. This package is a data dictionary of quantities and units that 
define data types for attributes that may be used by any class in any 
other package. Each data type contains a value attribute and an optional 
unit of measure, which is specified as a static variable initialized to the 
textual description of the unit of measure. Permissible values for 
enumerations are listed in the documentation for the attribute using 
UML constraint syntax inside curly braces. String lengths are listed in 
the documentation and specified as a length property. 

Financial. This package is defined for energy transaction settlement 
and billing. These classes represent the legal entities that participate in 
formal or informal agreements. 

Energy Scheduling. This package provides the capability to schedule 
and account for transactions for the exchange of electric power among 
companies. It includes transactions for megawatts that are generated, 
consumed, lost, passed through, sold, and purchased. These classes are 
used by accounting and billing transactions for energy, generation 
capacity, transmission, and ancillary services. 

SCADA. This package defines the SCADA’s logical view in CIM. 
SCADA contains classes that model data points located in remote units 
like RTUs, substation control systems and remote control centers. The 
Meas classes are basic to SCADA, since they gather telemetered data 
from various sources and support operator control of equipment, such 
as opening or closing a breaker. 
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4.3 CIM CLASSES 

CIM classes will model objects of an electric power system that need to be 
represented in a common way for various purposes. A class is a description 
of an object found in the real world, such as a power transformer, 
generator, or load that needs to be represented as part of the overall power 
system model in an EMS. Other types of objects include issues such as 
schedules and measurements that EMS applications need to process, 
analyze, and store. These objects need a common representation to achieve 
the goal of the EMS-API standard for the plug compatibility and 
interoperability. A particular object in a power system with a unique 
identity is modeled as an instance of the class to which it belongs. 

4.3.1 Class Attributes 

As in other object-oriented techniques, CIM classes have attributes that 
describe the characteristics of their objects and can be used to identify an 
instance of such a class. Each attribute has a type, which identifies the kind 
of attribute it is. Typical attributes types are integer, float, Boolean, string, 
and enumeration, which are called primitive types. Many additional types 
can also be defined, for instance, a capacitor bank may have a maximum kv 
attribute of type Voltage. The definitions of data type are contained in the 
Domain package of CIM. The classes in the Domain package also have an 
optional unit of measure for their attribute type. 

In order to make CIM as generic as possible and easy to configure 
for specific implementations, CIM entities have no specific behavior other 
than defaults for create, delete, update, and read. Generally, it is easier to 
change the value or domain of an attribute than to change a class definition; 
therefore, CIM tries to avoid defining too many specific sub-types of 
classes; instead, CIM defines generic classes with attributes giving the type 
name so that applications may then use this information to initiate specific 
object types as required. 

4.3.2 Class Relationships 

A specific class of CIM can have various relationships with other classes. 
The class relationships in a CIM package can be shown with a class 
diagram. Class relationships reveal how individual classes are structured in 
terms of others. In a class diagram, if a class has relationships with classes 
in other packages, these classes will be shown with a note identifying the 
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respective packages. CIM classes are mostly related based on the following 
three options: 

Generalization 
Association 
Aggregation 

4.3.2.1 Generalization 

A generalization relationship exists between a general class and a more 
specific class that contain additional attributes. For instance, a Breaker is a 
more specific type of Switch, which in turn is a more specific type of 
ConductingEquipment; a ConductingEquipment is a more specific type of 
PowerSystemResource, which is a primitive class in the Core package. 
Class generalization is a powerful technique for simplifying class diagrams 
as it allows a specific class to inherit attributes and relationships from a 
more general class. In the class diagrams of CIM, a generalization 
relationship is represented with an arrow pointing from the specific class to 
the general class. The primary use of generalization in CIM is depicted in 
Figure 4.2. 

I PowerSystemResource I 

I ConductingEquipment I 
4 
4 E I  Breaker 

Figure 4.2 Class Generalization 

The PowerSystemResource class is used to describe any physical 
object or grouping of physical object that needs to be modeled, monitored, 
or measured. By defining a PowerSystemResource class, the attributes and 
relationships of this class can be inherited by its subclasses such as 
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Class A 

ConductingEquipmen, Switch, and Breaker. All of these subclasses can at 
least inherit the following relationships from PowerSystemResource: 

Class B 

0 MeasuredBy. An object of PowerSystemResource may be “measured 
by” certain measurements 

OwnedBy. An object of PowerSystemResource may be “owned by” 
certain entity 

Memberof. An object of PowerSystemResource may be a “member 
of’ another PowerSystemResource object. 

Class A 

4.3.2.2 Association 

Class B 

An association is a kind of connection between two classes with an 
assigned role. The roles of two classes are generally different, so we need 
to assign one role to each class separately. Figure 4.3 shows a general way 
of representing a class association in CIM class diagrams, where (x..y) and 
(w..z) are the cardinalities for roles A and B respectively, and x, y, w, and 
z are integers within the range of (0, n). 

Figure 4.3 Representation of Association 

For instance, there is an association named HasA between a 
Measurement class and a MeasurementUnit class, which means a 
Measurement HasA a MeasurementUnit. Figure 4.4, which is taken from 
the Meas class diagram, shows the HasA association between these two 
classes. As illustrated, the Measurement class is assigned a role named 
HasUnit, and the MeasurementUnit has a role named UnitFor. 

Figure 4.4 Class Association 
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Class A 

The cardinalities are shown at both ends of the association. The 
notation (O..*) by the Measurement class means that there can be any 
number of Measurement associated with the MeasurementUnit, while the 
notation (1 .. 1) by the MeasurementUnit class means thit in this association 
there is only one MeasurementUnit for the associated Measurement. A 
value of zero indicates an optional association and the asterisk represents 
any default number. 

Class B 

4.3.2.3 Aggregation 

Class aggregation is a special type of association. It indicates that the 
relationship between two associated classes is a sort of whole-part 
relationship, where the whole class “consists of’ or “contains” the part 
class, and the part class is only “part of’ the whole class. Unlike the class 
generalization, in a class aggregation the part class does not inherit any 
attributes or relationships from the whole class. In CIM class diagrams, the 
class aggregation is represented with a diamond symbol pointing from the 
part class to the whole class. In CIM, there are the following two types of 
class aggregation. 

Composite aggregation. The composite aggregation models the 
whole-part relationship of two classes where the composite multiplicity 
is 1, that is a part belongs to one and only one whole. Taken from the 
Topology class diagram, Figure 4.5 illustrates a composite aggregation 
relationship between the Topologicallsland class and the 
TopologicalNode class. This aggregation is named Memberof, and is 
represented with a diamond symbol pointing from the class 
TopologicalNode to the whole class Topologicallsland. The 
Topologicallsland class is assigned a role named Contains, and the 
TopologicalNode has a role named MemberOJ: As illustrated, one or 
more TopologicalNode can be a Memberof a Topologicallsland, and a 
Topologicallsland can comprise any number of TopologicalNode. 

Figure 4.5 Composite Aggregation 
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Measurement 

Because some equipment is grouped into more than one container, 
CIM allows one class to have more than one type of composite aggregation 
relationship. For instance, a Switch can have the following three kinds of 
MemberOf relationship at the same time: 

Measurement 

MemberOj A Switch maybe a ”Memberof’ a substation 

MemberOj A Switch maybe a ”Memberof’ a transmission line 

MemberOj A Switch maybe a”Member0f’ a company. 

Besides MemberOJ CIM has a number of other composite aggregation 
patterns that can be used to model different relationships of classes in the 
real world. 

Shared aggregation. A shared aggregation is a special kind of 
aggregation where the part may be shared by several aggregations. In 
other words, shared aggregation is used to model whole-part 
relationships where the multiplicity of the composite is greater than 
one, that is, a part belongs to more than one whole. Figure 4.6 
illustrates a shared aggregation between the Measurement class and the 
MeasurementSet class. As shown, a Measurement class may be a 
MemberOf any number of other MeasurementSet classes. We refer the 
reader to Appendix I11 for all class associations of CIM. 

Figure 4.6 Shared Aggregation 

4.4 CIM SPECIFICATIONS 

Each class of a CIM package is defined in terms of its attributes and 
relationships to other classes, and each package contains one or more class 
diagrams showing its classes and their relationships graphically. The 
classes within a package are listed alphabetically. Native class attributes 
are listed first, followed by inherited attributes. The associations are 
described according to the role of each class participating in these 
associations. Similar to class attributes, native associations are listed first 
for each class, followed by inherited associations. Aggregations are listed 
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only for the role that contains the aggregation. For a complete description 
of CIM classes, attributes, types, and relationships, refer to Annex A of 
IEC 61970-301. In order to help readers understand CIM more 
comprehensively, a power transformer is illustrated here. 

The transformer model is a portion of the Wires package class 
diagram. As shown in Figure 4.7, a PowerTransformer is a specialized 
class of PowerSystemResource, as are ConductingEquipment and 
Tapchanger. This generalization relationship, which is demonstrated by an 
arrow pointing to PowerSystemResource, permits PowerTransformer to 
inherit attributes and associations from PowerSystemResource. A 
PowerTransformer should have a Transformer Winding, which is modeled 
with an aggregation relationship using a diamond symbol pointing from 
Transformerwinding to PowerTransformer. As shown in the figure, a 
power transformer may contain one or more transformer windings, but a 
transformer winding belongs to only one power transformer. In the figure 
we also observe that a Transformer Winding has the following relationships 
with other classes: 

An association relationship with WindingTest, such that a 

An aggregation relationship with Tapchanger, such that a 

A generalization relationship with ConductingEquipment 

Transformer Winding may be TestedFrom a WindingTest 

Transformer Winding may have a Tapchanger associated with it. 

As we noted earlier, class attributes and associations can be 
inherited from a general class by a more specific class. No matter whether 
it is a native or an inherited attribute, the attribute information includes the 
attribute name, type, and documentation. The class role information 
includes the role cardinality, the name of role, the name of the class to 
which the role applies, and the role documentation. 

4.5 CIM APPLICATIONS 

Power system applications based on CIM require a CIM context to be 
executed. CIM provides a run-time environment for applications. To create 
a CIM run-time environment, CIM needs to be implemented with a 
relational database. The CIM schema described in either UML or RDF will 
be first exported to a specific relational database, and then the power 
system data described with CIM formats will be loaded into the database. 
This process is depicted in Figure 4.8. The export of the CIM schema and 
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the access to data can be implemented by calling certain functions in 
commercial software packages. 

(0.. 1) 
PowerTransformer HeatExchanger 

HasA MernberOf 

Tested TestedTo 

(O..*) (l..l) 

Contains 

Figure 4.7 Transformer Model 

(O..*) 

I CIMScherna I 
Export 

Power System Data 

Figure 4.8 Application of CIM 
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For most beginners, the difficulty in applying CIM should lie in 
modeling various real objects of the power system with CIM specifications. 
In the following discussion, we use a simple example to illustrate the 
power system load flow computation based on CIM. 

4.5.1 Example System 

Let us consider a three-bus system as shown in Figure 4.9. The actual 
objects of this system are as follows: 

1 load: ELD 

0 

2 generators: GT 1, GT2 

3 bus bars: BUS 1 , BUS2, BUS3 
2 power transformer: TRl, TR2 
3 lines: LN 1, LN2, LN3 
7 breakers: B1, B2, B3, B4, B5, B6, B7 
18 switches: S1, S2, S3, S4, S5, S6, S7, S8, S9, S10, S11, S12, S13, 
S14, S15, S16, S17, S18 

For a topology analysis, CIM needs to define a class of ConnectivityNode. 
A connectivity node is a physical point where terminals of conducting 
equipment are tied together with zero impedance. In the example system 
we assume that there is a connectivity node at each terminal of a real 
object. For instance, there is a connectivity node, denoted as CN10, 
between BUS 1 and S 1, and there is a connectivity node CN 15 between S 1 
and B 1. There are 36 connectivity nodes in the example system. 

To build a CIM model for this example system, we must model all 
physical objects in the CIM format; in other words, all attributes defined in 
CIM for each physical object will be listed in a table according to the 
specific characteristics of this object in this concrete system. The CIM for 
this sample system is discussed next. 

4.5.1.1 Attributes of Generators 

In CIM the generator model is specified in the Generatingunit 
class, which is derived from PowerSystemResource. For simplicity we 
assume that GTl and GT2 are exactly of the same type. The attributes 
information for GTl and GT2 models is listed in Tables 4.1, 4.2,4.3. 
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In CIM a generating unit contains an operator-approved operating 
schedule, which is defined in GenUnitOpSchedule. This operating schedule 
is a curve of generation over time (X-axis) showing the values of MW (Y 1- 
axis) and MVAr (Y2-axis) for each unit of the period covered. This curve 
could be practically produced through unit commitment. For this example 
system, GT 1 and GT2 Gen UnitOpScheduEe attributes inherited from 
CuweSchedule are listed in Table 4.4. 

S15 TR S16 S1 B1 S2 S3 B2 S4 S17 B3 S18 

GT 1 BUS 1 

-= Breaker 

- Switch 

ELD gsBusz 

S13 
BUS3 

G T 2 6  

Figure 4.9 Three-Bus Example System 
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Table 4.1 Native Attributes of GT1 and GT2 

InitialMW 

LowControlLimit 
MaximumAllowableSpining 
Reserve 

MaximumEconomicMW 

151 

260 

100 

85 

210 

Attribute Value 

ControlDeadBand 

RatedGrossMinMW 

RatedNetMaxMW 

StartupTime 

Efficiency 

1 

260 

10 

I 0.35 

Attribute 

PowerSystemResourceName 

Powers ystemResourceDescription 

Value Description 
Name or identification of an 

GT 1 instance of a power system 
resource 

Generating Description information 

MinimumEkonomicMW 

RatedGrossMaxMW 320 

Description 
Unit control error dead band. When a unit's 
desired MW change is less than the dead 
band, no control pulses are sent to the unit 
Efficiency of the unit in converting 
mechanical energy, from the prime mover, 
into electrical energy 
Default initial MW for storing power flows 
based on the unit and network configuration 
Low limit for secondary (AGC) control 
Maximum allowable spinning reserve, 
regardless of the operating point 
Maximum economic MW (will not exceed 
the maximum operating MW) 
Maximum operating MW limit of unit 
Minimum economic MW limit that must be 
greater than or equal to the minimum 
operating MW limit 
Minimum operating MW limit of unit 

I Unit's gross rated maximum capacity (Book 
Vahre\ 

Gross rated minimum generation level at 
which the unit can operate safely while 
delivering power 
Net rated maximum capacity determined by 
subtracting the auxiliary power for 
operating the internal plant from the rated 
gross maximum capacity 
Required time to get the unit on-line, once 
the prime mover mechanical power is 
amlied 

Table 4.2 GTI Attributes Inherited from PowerSystemResource 

TypeName I CLT 
Different types of power 
system resources that otherwise 
have identical attributes 
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Value 

GT2 

Generating 
unit 2 

GST 

Table 4.3 GT2 Attributes Inherited from PowerSysternResource 

Description 
Name or identification of an 
instance of a power system 
resource 
Description information 

Different types of power 
system resources that otherwise 
have identical attributes 

I Attribute 

PowerSy stemResourceName 

PowerSystemResourceDescription 

TypeName 

Table 4.4 GTI and GT2 GenUnitOpScheduie Attributes Inherited from CuweSchedule 

Attribute 
CurveScheduleDescriution 

CurveScheduleName 

CurveStvle 

RampMethod 

RampStartMethod 

RampUnits 

xAxisTvoe 
xAxisUnits 
y 1 Axisunits 
v2AxisUnits 
vAxisTvDe 

Value 
GTX schedule 

GTXSCH 

x - Y  

20-x  

0 at start point 

MWIHOUR 

Integer " 
HOUR 
MW 
MVAR 
Float 

4.5.1.2 Attributes of Transformers 

Description 
Description information 1 Uniquely identifies a curve 
instance among a set of 
curves or schedules 
Style or shape of curve. 
DeltaY versus deltaX units 
of measure. Applies 
to all ramps. 

Method of applying ramp: 0 
at start point, 50% at start 
point, 100% at start point. 
For methods 2 and 3, the 
ramp begins ahead of the 
start point on the X-axis. 
NOTE: For storage, all 
ramps are to be normalized 
to Method 1 (i.e., 0 at start 
point). 
DeltaY versus deltaX units 
of measure. Same for "two" 
Y values. 
IndeDendent variable. 
X-axis units of measure 
Y1-axis units of measure 
Y2-axis units of  measure I 
DeDendent variable I 

For simplicity we assume that TR1 and TR2 are of the same type. The 
attributes information of TR1 and TR2 are listed in Tables 4.5,4.6, and 4.7. 
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Attribute 
BmagSat 

MagBaseKV 

MagSatFlux 

Phases 

TransfCoolingType 

Value DescriDtion 
5 

110k 

30 

Core shunt magnetizing susceptance in the 
saturation region, in percent 
Reference voltage at which the magnetizing 
saturation measurements were made 
Core magnetizing saturation curve knee flux 
level 
Phases carried by a power transformer. Possible 
values {ABCN, ABC, ABN, ACN, BCN, AB, 
AC, BC,AN, BN,CN, A,B,  C,N) 

A 

Wind Type of transformer cooling 
cooling 

Table 4.6 TR1 Attributes Inherited from PowerSysternResource 

Attribute Value Description 
Name or identification of an 

Powers ystemResourceName TRl instance of a power system 

Transformer 1 

TypeName 

Description information 

Different types of 
PowerSystemResources that 
otherwise have identical 

Table 4.7 TR2 Attributes Inherited from PowerSysternResource 

Attribute 

Powers ystemResourceName 

PowerSystemResourceDescription 

TypeName 

4.5.1.3 Attributes of ELD 

Value 

TR2 

Power 
Transformer 2 

DELTA 

Description 
Name or identification of an 
instance of a power system 
resource 
Description information 

Different types of 
PowerSystemResources that 
otherwise have identical 
attributes 

Suppose the ELD (Equivalent Load) at BUS2 is a generic ELD for an 
energy consumer on a transmission voltage level. Then the native attributes 
of ELD are listed in Table 4.8. 
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Attribute 

Powers y stemResourceName 

PowerSystemResourceDescription 

TypeName 

Table 4.8 Native Attributes of ELD 

Value Description 
Name or identification of an 

ELD instance of a power system 
resource 

Equivalent load Description information 
Different types of 

ELDT PowerSystemResources that 
otherwise have identical 
attributes. 

Attribute 
FeederLoadMgtFactor 

Attribute 
Terminals 

Phases 

MVArColdPickUpFactor 

Value Description 
2 

AN 

Maximum number of terminals of an equipment 
Phases carried by a conducting equipment. Possible 
values { ABCN , ABC, ABN, ACN, BCN, AB, AC, BC, 
A N , B N , C N , A , B , C , N ) .  

MWColdPickUpFactor 

PhaseAmpRating 

LoadAllocationFactor 

Value 
100 

50 

60 

1 OOk 

30 

Description 
Feeder's contribution to load management, in 
percent 
Nominal feeder MVAr that is picked up cold, in 
percent 
Nominal feeder MW that is picked up cold, in 
percent 
The rated individual phase amperes 
Permit assignment of loads on a participation 
factor basis. Given three equivalent loads with 
factors of 10,25 and 15, a feeder load of 100 
amps could be allocated on the feeder as 20,50 
and 30 amus. 

An equivalent load is an entity of PowerSystemResource. Hence, 
ELD inherits the attributes from PowerSystemResource listed in Table 4.9. 

Table 4.9 ELD Attributes Inherited from PowerSystemResource 

An equivalent load is also an entity of ConductingEquipment. 
Hence, ELD can inherit the attributes from Conducting Equipment listed in 
Table 4.10. 

Table 4.10 ELD Attributes Inherited from ConductingEquipmenf 

An equivalent load is also an entity of EnergyConsumer. Hence, 
ELD can inherit the attributes from EnergyConsumer listed in Table 4.1 1. 
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Table 4.1 1 ELD Attributes Inherited from EnergyConsumer 

pnom 

In CIM a load contains a curve of load versus time (X-axis) 
showing the values of MW (Y 1 -axis) and MVAr (Y2-axis) for each unit of 
the period covered, which is defined in LoadDernandModel. This curve 
represents a typical pattern of load over the time period for a given day 
type and season. The attributes of LoadDernandModel of ELD are listed in 
Table 4.12. 

4.5.1. 4 Attributes of Buses 

A bus in CIM is an entity of BusbarSection. The attributes information 
needed to build the models of the three buses in the example system is 
listed in Tables 4.13 through 4.16. 
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Attribute 

Basevoltage 

CHAPTER 4 

Value Description 

220 
Bus bar's base voltage in kV, expressed in terms of line 
to line for ac networks and line to ground for HVDC 

Table 4.12 ELD LoadDernandModel Attributes Inherited from Curveschedule 

Attribute 

Basevoltage 

HighVoltageLimit 
LowVoltageLimit 

Attribute 
CurveScheduleDescription 

CurveScheduleName 

Value Description 

110 

125 
85 

Bus bar's base voltage in kV, expressed in terms of line 
to line for ac networks and line to ground for HVDC 
networks 
Bus bar's high voltage limit in kV 
Bus bar's low voltage limit in kV 

Curvestyle 
RampMethod 

RampStartMethod 

RampUnits 

xAxisType 
xAxisUnits 
Y 1AxisUnits 
Y2AxisUnits 
v AxisTvne 

Value 
ELD Load 
Demand Model 

ELDLDM 

x -Y 
20-x 

0 at start point 

MW/HOUR 

Integer 
Hour 
MW 
MVAr 
Float 

Description 
Description information 

Uniquely identifies a curve 
instance among a set of curves 
or schedules 
Style or shape of the curve 
DeltaY versus deltaX units of 
measure. Applies to all ramps. 
Ramping method: 0 at start 
point, 50% at start point, 100% 
at start point. For methods 2 
and 3, the ramp begins ahead of 
the start point on the X-axis. 
NOTE: For storage, all ramps 
are to be normalized to method 
"1" (0 at start point). 
DeltaY versus deltaX units of 
measure. Same for "two" Y 
values. 
Type of independent variable. 
X-axis units of measure 
Y 1 -axis units of measure 
Y2-axis units of measure 
Type of dependent variablc 

Table 4.13 Native Attributes of BUS 1 and BUS3 

HighVoltageLimit I 235 
LowVoltageLimit I 185 

I Bus bar's high voltage limit in kV 
I Bus bar's low voltage limit in kV 

As a kind of power system resource and conducting equipment, a 
bus inherits the following attributes from PowerSystemResource and 
ConductingEquipment. 



COMMON INFORMATION MODEL AND MIDDLEWARE 157 

Attribute 

PowerSystemResourceName 

Table 4.15 BUS1, BUS2, and BUS3 Attributes Inherited from PowerSystemResource 

Value Description 
Name or identification of an 
instance of a power system BUSX 

PowerSystemResourceDescription 

TypeName 

I I I resource I . . - - .. . . . 

xth bus Description information 

Main PowerSystemResources that 
Different types of 

otherwise have identical 
attributes. 

Attribute Value 
Terminals 1 

Phases A 

Description 
Maximum number of terminals of the equipment 
Phases carried by conducting equipment. Possible values 
{ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN, 

4.5.1.5 Attributes of Lines 

Attribute 
PowerSy stemResourceName 

PowerSy stemResourceDescription 

TypeName 

In CIM a line is supposed to be made up of AC line segments and/or DC 
line segments. In particular, an entity of Line “hasA” an entity of 
ACLineSegment and/or DCLineSegment. Suppose there are only AC line 
segments in the exampling system, that is, LN1, LN2, and LN3 have 
LNlAC, LN2AC, and LN3AC as their AC line segments, respectively. 
The attributes information needed to model LN 1, LN2, and LN3 is listed in 
the following tables. 

Value Description 
LNl Name or identification of an 

instance of a power system resource 
Line 1 Description information 

Different types of 
AC PowerSystemResources that 

otherwise have identical attributes 

A line is an entity of PowerSystemResource; hence, LN1, LN2, and 
LN3 can inherit the attributes from PowerSystemResource listed in tables 
4.17,4.18, and4.19. 
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Attribute 
PowerSy stemResourceName 

PowerSy stemResourceDescription 

TypeName 

Value Description 
LN2 Name or identification of an 

instance of a power system resource 
Line 2 Description information 

Different types of 
AC PowerSystemResources that 

otherwise have identical attributes 

Table 4.19 LN3 Attributes Inherited from PowerSystemResource 

Attribute 

Powers y stemResourceName 

Value Description 

LN3 
Name or identification of an 
instance of a power system resource 

PowerSystemResourceDescription 

TypeName 

ACLineSegment is derived from PowerSystemResource, 
ConductingEquipment, and Conductor. Therefore, LN 1 AC, LN2AC, and 
LN3AC inherit the attributes from PowerSystemResource listed in Tables 
4.20,4.2 1, and 4.22. 

Table 4.20 LNl AC Attributes Inherited from PowerSystemResource 

Line 3 Description information 
Different types of 

AC PowerSystemResources that 
otherwise have identical attributes 

Attribute 

Powers ystemResourceName 

PowerSystemResourceDescription 

TypeName 

Value Description 
Name or identification of 
an instance of a power 
system resource 

LN 1 AC 

LN 1 AC line Description information 
segment 

ACS PowerSystemResources 
Different types of 

that otherwise have 
identical attributes 

Attribute 

Powers y stemResourceName 

PowerSystemResourceDescription 

TypeName 

Value Description 
Name or identification of 
an instance of  a power 
system resource 

LN2AC 

LN2 AC line Description information 
segment 

ACS PowerSystemResources 
Different types of 

that otherwise have 
identical attributes 
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Attribute 

PowerSystemResourceName 

PowerSystemResourceDescription 

TypeName 

Value Description 
Name or identification of 
an instance of a power 
system resource 

LN3AC 

LN3 AC line Description information 
segment 

ACS Powers ystemResources 
Different types of 

that otherwise have 
identical attributes 

LNlAC, LN2AC and LN3AC also inherit the following attributes 
from ConductingEquipment listed in Tables 4.23,4.24, and 4.25. 

Attribute 
Terminals 

Phases 

Table 4.23 LNl AC Attributes Inherited from ConductingEquipment 

Value Description 
2 

A 

Maximum number of terminals the equipment may have 
Phases carried by conducting equipment. Possible values are 
{ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN, 
A, B, C, N}. 

Attribute 
Terminals 

Phases 

Table 4.24 LN2AC Attributes Inherited from ConductingEquipment 

Value Description 
2 

A 

Maximum number of terminals the equipment may have 
Phases carried by conducting equipment. Possible values are 
{ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN, 
A, B, C, N1. 

Attribute Value 
Terminals 2 

Phases A 

Description 
Maximum number of terminals the equipment may have 
Phases carried by conducting equipment. Possible values are 
{ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN, 

LNlAC, LN2AC and LN3AC also inherit the following attributes 
listed in Tables 4.26,4.27, and 4.28from Conductor. 
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bch 

GOch 

gch 

Table 4.26 LNl AC Attributes Inherited from Conductor 

the entire line section 
Positive sequence shunt susceptance, uniformly distributed, 
of the entire line section 
Zero sequence shunt conductance, uniformly distributed, of 
the entire line section 
Positive sequence shunt conductance, uniformly distributed, 

0.348 

0.5 12 

0.489 

Attribute I Value I Description 
BOch I 0.023 I Zero sequence shunt susceptance, uniformly distributed, of 

length 
r 

of the entire line section 
Segment length for calculating line section capabilities 
Positive sequence serres resistance of the line section 

30 
0.23 1 

rO 
X 

xo 

0.386 
0.325 
0.392 

Zero sequence series resistance of the line section 
Positive sequence series reactance of the line section 
Zero sequence series reactance of the line section 

Table 4.27 LN2AC Attributes Inherited from Conductor 

I Attribute I Value I Descrintion 
nt susceptance, uniformly distributed, of the 

Table 4.28 LN3AC Attributes Inherited from Conductor 
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Attribute 
ampRating 
inTransitTime 

161 

Value Description 
300KA 
0.02 

Fault interrupting rating in amperes 
Transition time from oDen to close, in seconds 

4.5.1.6 Attributes of Breakers 

Attribute 

PowerSystemResourceName 

PowerSystemResourceDescription 

TypeName 

There are in total seven breakers in the example system. For simplicity we 
assume that all these seven breakers are of the same type, and the only 
difference between them being in their names. Then, the attributes 
information needed to model these breakers is listed in Table 4.29. 

Value Description 
Name or identification of  
an instance of a power 
system resource 

Different types of  

that otherwise have 
identical attributes 

BX 

xth breaker Description information 

SF6 Powers ystemResources 

Table 4.29 Native Attributes of Breakers 

Attribute 
Terminals 

Phases 

Value Description 
2 

A 

Maximum number of terminals that the equipment may have 
Phases carried by conducting equipment. Possible values are 
{ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN, 

A breaker is also an entity of PowerSystemResource and 
ConductingEquipment, and Breaker is derived from Switch; therefore, a 
breaker can inherit certain attributes from these classes, which are listed in 
Tables 4.30,4.3 1, and 4.32. 

Attribute 
Normalopen 
SwitchOnCount 

SwitchOnDate 

Value Description 
1 
10 

9:30am on 
10/01/2001 switched on 

Set if the switching device is normally open 
Switch on count since the switch was last 
reset or initialized 
Date and time when the switch was last 

Table 4.3 1 Breaker Attributes Inherited from ConductingEquipment 

Table 4.32 Breaker Attributes Inherited from Switch 
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Attribute 
Normalopen 
SwitchOnCount 

SwitchOnDate 

CHAPTER 4 

Value Description 
1 
10 

9:30am on Date and time when the switch was last 
10/01/2001 switched on 

Set if the switching device is normally open 
Switch on count since the switch was last 
reset or initialized 

4.5.1.7 Attributes of Switches 

Attribute 
PowerSy stemResourceName 

PowerSystemResourceDescription 

TypeName 

There are eighteen switches in the example system. They are S1 through 
S18. For simplicity we assume that all of these switches are of the same 
type, and the only difference among them being in their names. The 
attributes information needed to model these switches is listed in Table 
4.33. 

Value Description 
SX Name o r  identification of an 

instance of  a power system 
resource 

Different types of  

otherwise have identical 
attributes 

xth switch Description information 

NO PowerSystemResources that 

Table 4.33 Native Attributes of Switches 

Phases 
Phases carried by conducting equipment. Possible values 
{ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN, 
A, B, C, N )  

A 

In CIM, Switch is derived from PowerSystemResource and 
ConductingEquipment. The attributes of a switch inherited from these 
classes are listed in Tables 4.34 and 4.35. The type name attribute in Table 
4.34 is used to optionally indicate that the database switch does not 
represent a corresponding real device and has been introduced for 
modeling purposes only. "Yes" means dummy and "No" means real. 

Table 4.34 Switch Attributes Inherited from PowerSystemResource 

Table 4.35 Switch Attributes Inherited from ConductingEquipnzent 

Attribute I Value I Description 
Terminals I 2 I Maximum number of terminals the equipment may have 
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Attribute 
ConnectivityNodeDescription 
ConnectivityNodeName 
ConnectivityNodeNumber 

Table 4.36 CNlO Attributes 

Value Description 
BUS 1 TOS 1 
CNlO Name of  connectivity node 
10 Numerical identification, 

Description information 

indicating electrical location 

4.6 ILLUSTRATION OF CIM APPLICATIONS 

All the attributes information of power system objects will be loaded in the 
database that is built based on the CIM schema. The management system 
of this database will manage the relationships of these objects and provide 
data for applications. 

4.6.1 Load Flow Computation 

The load flow calculation of the example system can be performed from 
the CIM database. The following is a procedure for the load flow 
computation. 

Topology analysis. The topology analysis program will scan the 
terminals of conducting equipment in the system and then figure out 
the final topology of the system by analyzing the connectivity nodes of 
the system, since a connectivity node has a native “ConnectedTo” 
association with classes. Suppose that all switches and breakers are 
normally closed. For instance, the topology program will find that 
CN10, CN15, CN20, and CN25 can be merged into one connectivity 
node since CNlO connects BUS1 and S1, CN15 connects S1 and B1, 
CN20 connects B1 and S2, CN25 connects S2 and LN2, and B2 is 
supposed to be closed. Finally, several similarly merged connectivity 
nodes are merged again to form a topological node, which is the BUS 1. 

Data preparation. The load flow program can get its input data 
automatically from the database and these include line and transformer 
parameters. In most cases the load flow program needs to convert the 
data to a format that fits its requirements. The load flow program can 
obtain the MW and the MVAR data of the generation and load from 
the operator-approved operating schedules of GT1 and GT2 and the 
load demand curve of ELD by specifying a specific time. 
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Load flow solution. After obtaining the required data, the load flow 
program will be executed to obtain the load flow solution of the 
example system. 

4.6.2 Other Applications 

The preceding example demonstrated the CIM application to the load flow 
computation. When CIM is applied to the online state estimation, the 
SCADA measurement attributes will be loaded into the CIM database so 
that the measurement data, including the status information of breakers and 
switches, the generation and load, and the line flow measurements, can be 
obtained from the database. When the system’s dynamics must be studied, 
the dynamics of each generating unit should be loaded into the CIM 
database. Likewise, when the power trading is to be implemented on CIM, 
the financial information of the system should be loaded into the database. 

4.7 APPLICATIONS INTEGRATION 

The components of a large complex system are usually separate and 
independent of one another. Integration refers to the consolidation of 
system components for some purpose through information exchange 
among related components. Integration is never used to change the 
functions of components in the integration process. 

4.7.1 Previous Schemes 

The power system information technology (IT) infrastructure traditionally 
had a point-to-point connection structure like a spider web where 
information exchange is custom designed and implemented. For example, 
in Figure 4.10, for N entities of a DPS (distributed processing system) we 
need N- 1 individual proprietary application program interfaces (APIs) for 
each entity [EPRO 1 a]. In this scheme the communication protocols are 
designed for point-to-point and connection-oriented communication to 
provide guaranteed data delivery. In cases where multiple applications are 
required to receive the same data simultaneously, multiple connections to 
each information source would be required. 

Another limitation of this approach is that it does not allow CIM to 
convey the identity of the data being exchanged. Standard data 
communication protocols address the syntax issue quite effectively but do 
not address the semantics. That is, each interconnected entity is responsible 
for assigning an identity to the data received by associating a received data 



COMMON INFORMATION MODEL AND MIDDLEWARE 165 

object with an internally maintained power system model before the entity 
can use the data. Since the application program interface is typically left to 
each end user as a local implementation issue, the communication 
protocols do not fall into the category of middleware, which solves the 
application integration problem in a more efficient manner. 

System Control Center 

Engineering Work Force Management 

Trouble Call System 
Asset Management 

Customer Information 

General Communication Management 

Figure 4.10 DPS Integration through Individual Connections 

This kind of integration produces a tangle of inconsistent, 
individually customized software with a very low extendibility and varying 
reliability, integrity, and maintainability. A more efficient and cost- 
effective application integration scheme might be based on a single 
internationally recognized standard protocol for all interconnections. Such 
a scheme could change the one to N-1 interconnection problem to a one to 
one interconnection problem. 

4.7.2 Middleware 

Middleware is a family of technologies for connecting distributed software 
entities into an integrated logical entity. Middleware mainly facilitates the 
integration of applications and end users which may be physically 
distributed across an enterprise, across a country, or even across a 
continent. The transaction management system (TMS) is such an example. 

Middleware can be utilized for two types of integration. One is an 
application system that is distributed across a network, and the other is a 
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single autonomous application system that needs to be coordinated or 
integrated. The primary distinction between these two is the autonomy of 
system components. 

Middleware can be divided into two categories. One is the intra- 
application problem in which the elements are closely related under the 
control of one managing agency; for instance, it is reasonable to use 
locking to synchronize transactions which affect multiple information 
exchanges. The other is the inter-application problem in which the 
elements are under separate controls and must maintain at arm’s-length. 
The middleware technology is primarily concerned with the autonomous 
and heterogeneous application problem because intra-application 
integration is more of a local implementation problem rather than an 
integration for a distributed processing system entity across a large 
geographical area. 

In the following we provide an overview of the different types of 
middleware technologies that are available today for inter-application 
integration. We start with the most fundamental approach of creating 
connections among individual application systems and culminate with the 
latest approaches that build on message-brokering systems with event 
channels. 

4.8 MIDDLEWARE TECHNIQUES 

Middleware technologies provide application interfaces and mechanisms 
for information exchange among applications. Suppose that the information 
system of a power company comprises the information components shown 
in Figure 4.10. The functions of middleware in this power system operation 
are depicted in Figure 4.1 1 [EPROIa]. 

Middleware has a critical function in the distributed processing of 
power systems, as shown in Figure 4.12. For example, in the EMS arena, a 
CIM-based software provides the key link for the aggregation of vital EMS 
model data from different vendors into a single data model in yet another 
vendor’s data schema. Leveraging CIM can reduce the cost of creating a 
complicated metadata repository as the master source. 

In using CIM as the model for all data exchanges, utilities can 
avoid the extensive costs and effort involved in creating their own model. 
Since CIM is nonproprietary, utilities are more likely to use it, and they 
upgrade CIM-based applications with little effort. This is particularly 
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beneficial to ISOs, and RTOs, as CIM greatly facilitates the 
implementation of hierarchical and distributed computation and control of 
ISO/RTO. 

System Control Center L 
Engineering p z q  

Middleware Trouble Call 

Customer Information 
Planning 

I General Communication Management I 
Figure 4.11 Roles of Middleware 

Utility’s CIM Database F 
Local Applications l+ 

I ResultsOutput I 
Figure 4.12 Middleware for Distributed Processing 

As we discussed in Chapter 1, a geographically distributed DEMS 
is the basis of distributed computation and control of an RTO/ISO. If all 
EMS components of a DEMS adopted CIM, the information exchange 
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problem would become much easier and efficient. CIM provides 
substantial support for distributed computation and control with respect to 
methodological and technological issues; although its initial intention was 
not directed toward distributed processing applications. 

4.8.1 Central Database 

A central database can be used for the integration of individual components 
as shown in Figure 4.13. Such a database can be implemented using 
commercial database technologies. Because the database is a separate 
entity outside the specific components that are being connected, the 
component that is providing the information will send the information to 
the database, and the component that needs this information will obtain this 
information by querying the database. 

Figure 4.13 Integration with a Central Database 

The obvious advantage of this database scheme is that it 
disconnects information producers and users. For instance, the load 
forecasting application of an EMS will get its input data from the CIM 
database and then write its forecasting results back into the CIM database. 
The database scheme makes the system design flexible as the information 
structure may be extended and new components may be added without 
causing wholesale changes to the codes of participating components. 

The central database scheme is widely deemed as a fragile and 
non-scalable solution. One major limitation of this scheme is the problem 
with its notification. Users will not be informed of new information on 
which they should act unless a notification system is added to the scheme. 
Where there is no notification, users will be forced to check periodically to 
see if anything new has popped up. For some applications such as daily 
updates, this method works reasonably well, but in many situations, 
periodical query poses impractical communication burdens on the network 
and database. 
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4.8.2 Messaging 

Messaging middleware provides a solution to the notification problem. 
Usually, notification requires a message delivery from the information 
producer to the user. Traditional two-party communication methods bind 
the information producer to the user, and thus lack flexibility when several 
notifications are in the system. 

Messaging middleware is developed based on the publish- 
subscribe method, where the information producer registers the types of the 
information that it produces, and the user subscribes the information that it 
needs by type. By the messaging bus, the messaging middleware 
disconnects the information producers and users, and obtains many 
advantages over the central database scheme, mainly anonymity and 
flexibility. 

Messaging middleware can be combined with a central database. A 
major difference between the messaging-plus-database and a central 
database is that the former can be queried as shown in Figure 4.14. For 
instance, a power system application that normally runs by obtaining the 
incremental changes in breaker status would also need to be initialized by 
the current breaker status when it starts. 

4.8.3 Event Channels 

An event channel is essentially a sort of advanced messaging, a publish- 
subscribe pipe with storage. It can be configured to retain event-driven 
messages for arbitrary lengths of time. Not only can query (in the sense of 
selecting) which messages are delivered as they occur, it can also be 
queried for past messages that have been stored. Hence, the initialization 
will no longer need to get information from a relational database; instead, 
specialized event channels that directly subscribe to the main event channel 
will preserve the necessary information they need for initialization as 
shown in Figure 4.15. The event channel is a great idea in advancing 
middleware architectures for integration, because most applications work 
more naturally and efficiently with a stream of messages rather than with 
just a few. 
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Figure 4.15 Integration via Event Channels 

The application of event channels can be substantially extended 
when event channels are enhanced with a storage facility. Event channels 
with a storage facility can be used very effectively for information 
exchange between components even when an immediate delivery is 
desired. In these situations, event channels are used as brief-but-indefinite 
parking spaces for information that needs to be moved between locations 
under a regulated control. 

Often a relational database is the right vehicle for the middleware 
architecture. However, an event channel may replace a relational database 
if relational databases are to be used within applications rather than 
between applications. When there is more than one event channel in use, 
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such as with distributed event channels, relational databases may even be 
used for initialization. 

4.8.3.1 Event Channel Applications 

Distributed processing of power systems can be roughly classified into two 
categories: distributed transaction, and distributed computation and control. 
Event channels can be applied to both categories. Distributed transactions 
include transactions among customers and scheduling coordinators and 
transactions among participating entities and the Power Exchange. 
Notification is important to TMS as information exchanges of TMS are 
time-critical. Under time-critical action-and-response situations, requests or 
events at one component must affect a prompt subsequent processing at 
another component. This feature pushes the TMS into an environment 
where messaging plays a main role. Accordingly, the user may need to 
determine the architecture of TMS, namely whether to use the simple 
messaging combined with a central database or to adopt the concept of 
event channels. Sometimes event channels are more desirable than 
necessary. 

Now we review the application of even channels to the transaction 
information system (TIS). As part of TMS, TIS is a good example of event 
channels with storage. In TIS, a marketer may need to deal with trades, 
while a security coordinator may need to look at all TS and AS 
reservations. As depicted in Figure 4.16, for event channels a tag is 
formatted as a message, and each tag is assigned an event channel. 

GenCo 

TransCo Control Area 

Disco 
Tag k 

Figure 4.16 Event Channels with Storage Facility 

Here a tag is a file that relates a set of individual agreements to a 
complete transaction deal. In such a scheme, each tag subscriber, (e.g., a 
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marketer or a security coordinator) sets up a persistent query for the type of 
data required by one event channel; each tag possesses one event channel. 
The information sources send their messages to their destination tags via 
message metamodel, and messages stored in tags are delivered to the 
receiving application via the delivery metamodel. The publish-subscribe 
nature of event channels can be used to maintain all the essentials of the tag 
in one physical place while giving every participant the information it 
needs. 

The optimal power flow (OPF) application is another illustration of 
event channels interacting with a storage facility. OPF usually produces a 
set of changes for optimizing the operation of a power system. Normally, 
these changes are reviewed before they are implemented, since OPF can 
directly publish these changes to a local event channel with storage. These 
events can be viewed by system operators by subscribing to the channel 
and can be released to local channels for the implementation in real time. 

Usually the real-time computation and control for middleware 
must meet more stringent requirements than those of the energy transaction 
management and monitoring when data communication speed, guaranteed 
delivery, and the like, are critical considerations. Event-based 
communication, where events are used to both trigger data integration 
actions and automate the business process without human intervention, are 
another application for the distributed computing and control. 

4.9 CIM FOR INTEGRATION 

CIM provides standard objects for applications such as energy production, 
transmission, distribution, marketing, and retailing functions. As a standard 
data model, CIM together with a set of standard APIs can greatly facilitates 
the interchange and interoperability of power system applications. 

4.9.1 Integration Based on Wrappers and Messaging 

When the utility does not want the integration to disturb existing 
applications, an intermediate wrapper can be embedded for this purpose. 
The main function of such a wrapper, as depicted in Figure 4.17, is to 
expose the functionality of the wrapped application in the CIM format and 
translate received messages in the CIM format into the local data model. A 
significant advantage of this scheme for integration is that legacy 
applications do not need to be rewritten. However, the problem is that the 
wrappers are proprietary. When electric power system applications are 
equipped with their own wrappers, the integration of these applications can 
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be shown in Figure 4.18 [BecOO]. The wrapper is only for temporary use in 
a transitional process as all applications will eventually be implemented 
with CIM. 

Utilities need a way for automating data communication in 
addition to managing the common information. To do this, as we 
mentioned earlier, one could leverage CIM to create a central database to 
which all applications are linked. However, this approach has proved to be 
non-scalable. A widely accepted practice is to encode messages using 
XML to move structured data into a text file. Just like HTML, XML allows 
users to create custom tags and describe how message data are used, and 
this way provides facilities for self-describing messages. 

XML has been adopted by the World Wide Web Consortium 
(W3C) and has become the favorite approach for exchanging complex data 
between applications. XML and associated APIs facilitate the interchange 
and interoperability of various applications. NERC has mandated the use of 
the Resource Description Framework (RDF) as the XML schemdsyntax 
for CIM, which is defined in the draft IEC 61970-501 CIM RDF Schema 
standard. Many electric utility software vendors have utilized the XML 
version of the CIM to test the capability of their software products to 
exchange and correctly interpret the power system CIM model. 

4.10 SUMMARY 

The CIM’s flexible and open architecture can help RTOs meet the FERC 
Order 2000 requirements and enable them to respond quickly at low costs 
to changes in organizational, regulatory, market, and technical 
requirements. Integration will enable electric power companies to achieve 
primary objectives, such as improving staff productivity and maximizing 
transmission and distribution system assets, as well as providing flexibility 
for the future. 

In the past, power systems met with considerable difficulties in 
information exchange when they tried to integrate their major systems used 
for T&D real-time operations, including their transmission and substations 
SCADA system, outage management system (OMS), stand-alone radio 
control system for distribution switches. The same difficulties would occur 
when they tried to link their transmission system EMS with their 
distribution facility management system, and their local EMS with the 
EMS of their neighboring power systems. 
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Figure 4.18 Integration Via Wrappers 
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Using CIM as the foundation, integration to various systems can be 
implemented by employing middleware. With middleware for integration, 
bus data synchronization and logging can be initiated automatically, 
several T&D operation systems can talk to each other in real time, and 
regulatory material can be developed automatically with improved 
accuracy and completeness. 

While the control center remains the nerve center for electric 
power companies, the information it generates and receives from EMS and 
other applications is used throughout the energy enterprise. Executives, 
distribution engineers, and transmission planners also have certain 
applications for real-time system data. The CIM-enhanced EMS will foster 
an inter-disciplinary approach to conducting business by enabling 
interdepartmental teams to access all necessary data via the open systems. 
Hence, in innovative applications, energy companies are implementing the 
CIM outside the control center to achieve these goals. 

As to the real-time distributed computation and control of 
RTOASO, based on DEMS, the distributed computation and control 
application for a special purpose such as the distributed load flow 
algorithm is generally provided by one vendor. Hence, the integration of 
this kind of distributed computation and control can be realized via intra- 
application middleware. On the other hand, the real-time distributed 
computation and control are in most cases based on a dedicated computer 
network, though the Internet can be used to accomplish similar tasks. The 
event-driven communication is used for the distributed LF and SE 
computation and interim results will be exchanged by special 
communication tools like MPI. 
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Chapter 5 

Parallel and Distributed Load Flow 
Computation 

5.1 INTRODUCTION 

The load flow program is one of the most basic and important 
tools for power system operation, optimization, and control at control 
centers. To a large extent, load flow is the core of EMS applications, 
which may include unit commitment, economic dispatch, security 
analysis, transmission congestion management, and energy trading. The 
system operator will use the load flow results to monitor and control a 
power system in real-time. Many load flow computation approaches such 
as Newton-Raphson load flow, fast decoupled load flow, and dc load flow 
have received wide applications in power systems {AmbO 1, Ama96, 
Bar95, Che93, Che02, Exp02, FuYO1, Osa9, Sch02, VlaOl, YanO1, 
Zurol]. 

In a restructured power system, the load balance condition will be 
satisfied when the PX clears the power market. The IS0 executes load 
flow program for reliability analysis and transmission congestion 
management. The IS0 will examine the feasibility of the generation 
schedules submitted by market participants based on the load flow 
computation results. If no transmission congestion is discovered, the IS0 
will approve the proposed schedules; otherwise, the IS0 will return the 
congestion information to the participants for the rescheduling of their 
proposed generation and demand. 

177 
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As was described in Chapter 2, DEMS (distributed energy 
management system) is based on a WAN in the system. DEMS is a large 
and complex computing and control system, which rightly suits the 
monitoring and control requirements of an electric power system that is 
naturally distributed on a vast geographical area. A DEMS is composed of 
several EMS clusters which can be several hundreds, sometimes even 
thousands, of kilometers apart. The computers of a DEMS are usually 
heterogeneous and interconnected via various types of communication 
links including digital microwave and optical fiber links. Compared with 
a traditional centralized energy management system (CEMS), a DEMS 
has many advantages in reliability, flexibility, and economy. A DEMS can 
provide many new functions that are hard to realize in CEMS; for 
instance, individual EMS clusters in a DEMS can provide on-line external 
equivalent data to their counterparts for the real-time security analysis. 
The rapid developments of modem computer science and communication 
technologies have provided substantial technology supports for many on- 
line DEMS applications. 

In this chapter, we discuss the design methodology and 
applications of parallel and distributed load flow algorithms for 
transmission system. We also discuss the methodology for the design of 
parallel and distributed load flow algorithms and analyze the convergence 
properties of these algorithms. We begin with the design of a parallel load 
flow algorithm, and then consider the unpredictability of communication 
time delay in a distributed load flow algorithm design. Theoretically, a 
parallel load flow algorithm should have the same convergence property 
as its serial counterpart, so the convergence analysis and mathematical 
proofs of the distributed load flow algorithm is discussed here. The 
simulation methods for a distributed computation of an ISORTO and its 
satellite control centers will also be discussed. 

5.1.1 Parallel and Distributed Load Flows 

Parallel load flow and distributed load flow represent two distinct 
approaches for large-scale power system load flow computation. Parallel 
load flow is implemented on a parallel machine with multiple processors 
at the system control center; however, distributed load flow is based on 
DEMS. Since the design of parallel and distributed algorithms is closely 
related to their associated computer systems, it is essential to design 
parallel and distributed load flow algorithms according to the specific 
topologies and communication characteristics of their computing system. 
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The synchronous distributed load flow algorithm is difficult to use 
in DEMS because of the serious synchronous penalty caused by tasks 
imbalance, computer heterogeneousness and the unpredictability of data 
communication delays. Therefore, it is necessary to seek a novel load 
flow algorithm, which is suitable for DEMS applications. The 
asynchronous distributed computation can adapt to the unpredictable time 
delay of the data communication between subarea control centers. 
Asynchronous algorithm designs can also be used for other applications in 
DEMS such as state estimation, which will be discussed in Chapter 7. 

5.2 MATHEMATICAL MODEL OF LOAD FLOW 

Let us assume for a specific system that the grid structure, network 
parameters, nodal generations, and nodal loads are given. The system load 
flow computation is based on the solution of the following equation 

F(x,  S ,  P, L ,  G) = 0 

where the vector x represents system state variables, S represents the 
network topology, P represents the network parameter, L represents nodal 
loads and G represents nodal generation respectively. Here we further 
assume that the system is modeled using CIM, and S, P, L, and G are 
stored in a rational database. Equation (5.1) is rewritten in a simpler form 
as 

(5.1) 

which is further written in a fixed-point form as 

x = f ( x )  (5.3) 

where X E X C  R", f() is a nonlinear mapping function $X R". Several 
solution methods such as Newton-Raphson, fast P-Q decoupled and DC 
load flow are employed to solve this load flow equation. 

5.3 COMPONENT SOLUTION METHOD 

Suppose that XI ,  ..., X, ... , XN are subsets of the Euclidean space, n = nl, + 
... + nN ,and 1 I ni I n . An x c  R" can be decomposed as x = ( x / , - - - , x ~ ) ,  

where xi E Rni (i = I, ,N) is the ith component of x .  Suppose thatfis a 
mapping function defined byf(x) = V;(x), ..., f d x ) ) ,  V x  EX, fiZ Xi. 
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Accordingly, the load flow problem formulated by (5.3) is solved 
concurrently by multiple processors as follows: 

Equation (5.4) is called the component solution of (5.3); when processor i 
is updating xi, all other components of x remain unchanged. This 
component solution method is the basis of parallel and distributed 
computation, which we discuss next. 

5.4 PARALLEL LOAD FLOW COMPUTATION 

5.4.1 System Partitions 

As discussed earlier, the only purpose of parallel computation is to obtain 
a faster solution speed. There are many factors that can affect the parallel 
solution speed, but the most important are as follows: 

Performance of processors 

Load balance among participating processors 

Speed of data communication between processors. 

Therefore, to achieve a high speed computation, it is necessary to divide 
the system load flow equations into several balanced subsets for parallel 
computation, or to divide the entire system into a number of balanced 
zones for distributed computation. 

Theoretically, we may split (5.3) in an arbitrary manner. However, 
the division may not represent the physical characteristics of the system, 
and the nodes in the subvector may not be located in one geographical 
area of the power system. Furthermore, this partitioning method may give 
rise to a complicated communication requirement in both parallel and 
distributed algorithms. As shown in Figure 5.1, each processor would 
have to communicate with many other processors in exchanging 
information at every iteration step. The algorithm’s execution will be 
greatly compromised if a large amount of data has to be transmitted 
among processors. To keep data communication at a minimum, we 
assume that the data to be exchanged among processors are represented by 
boundary state variables. 
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0 Processor 

Communication Link 

Figure 5.1 Communications among Processors 

Let us divide a large-scale power system into N subareas, the first 
(N  - 1) subareas have approximately an equal number of nodes, and the 
Nth subarea which, is composed of all boundary nodes and lines, is called 
the boundary subarea. More specifically, let Si represent the node set of 
subarea i, then 

S i n s ,  =@, i , j = l ,  ..., N - 1  (5.5) 

Si n S N  = Sbi, i = 1, ..., N - 1 (5-6)  

N-1 u sbi =sN 
i= 1 

(5.7) 

where cp is an empty set, Sbi is the set of boundary nodes of the ith subarea 
and its boundary subarea. The system partitioning based on this method is 
shown in Figure 5.2. 

5.4.2 Parallel Algorithm 

Suppose that each subarea is assigned to a processor of a parallel machine, 
and that xk (k = 1, ..., N) is the state vector of the kth subarea. 
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Figure 5.2 System Partition for Parallel Computation 

The load flow can then be formulated with the following bordered 
block diagonal matrix (BBDM) form: 

Equation (5.8) can be decomposed into (5.9) and (5.10) as follows: 

Jk,khk + J k , N h N  = hk (5.9) 

J N , k h X i  + ... -k J N , k h X k  -k ... -k J N , N A x N  = f b ~  (5.10) 

where Jk,k is the Jacobian matrix of subarea k, k = l,..,N and Jk,,, is the 
Jacobian matrix of subarea k with respect to the boundary subarea N, k = 
1,. . .,N-1. From (5.9) we have 

Let 

J k  = ' N , k  JL,!k J k , N  (5.12) 
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sk = JN,k Ji,ksk 

By substituting h x k  in (5.1 1) into (5.9), we get 
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(5.13) 

(5.14) 

The parallel load flow computation is obtained by solving (5.1 1) and 
(5.14) alternatively. 

Now, choosing the processor in the boundary subarea to be the 
coordinator, we can design the parallel load flow algorithm as follows: 

Step 1: 

Step 2: 

Step 3: 

Step 4: 

Step 5: 

Step 6: 

use flat start, i.e., xk = xk(o), k = 1,. . ., N 

concurrently, and processor N calculates JN,N, JN,k,, and ASN 
concurrently 

and Ask  concurrently and transmits the results to processor N 

processor N solves Ax~according to (5.14) and transmits the result 
toprocessork(k= 1, ... ,N-1) 

processor k (k = 1, . . . , N-1) solves Axk according to (5.1 1) 

stop the iterative process if convergence conditions are satisfied 
for every processor; otherwise go to Step 2. 

processor k (k = 1, ... , N-1) CalCUlateS J k , b  Jk,N+I, Jk,,;', and A s k  

PrOCeSSOr k (k  = 1, ..., N-1) CdCUklteS JN+,,k Jk,,k' Jk,N+l , J , , J k , , i l  

The design of this parallel algorithm is quite explicit and easy to 
implement on a parallel machine or even on a conventional serial 
machine. Such a parallel algorithm will have the same convergence 
property as its serial counterpart. 

5.5 DISTRIBUTED LOAD FLOW COMPUTATION 

5.5.1 System Partitioning 

Distributed computation and control can be applied to large, widely spread 
out systems to avoid costly investments in telecommunication lines and to 
enable systems to be monitored more effectively and efficiently. 

Historically, most large-scale power systems were composed of a 
number of subareas, each with its local control center called subarea 
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control center (SACC). Therefore, the distributed load flow computation 
can be directly based on the existing SACCs. As depicted in Figure 5.3, 
each SACC will be responsible for the load flow computation of its own 
subarea. For example, if the power system has N SACCs, the distributed 
load flow will be performed right on the distributed system composed of 
N computers at the N corresponding SACCs. 

.... .: Subaream ........ ...... ..... .... (.. .... ..... ..... .... ......... ........ ... 
................................... ;:; ............................. 

Figure 5.3 System Partitioning for Distributed Load Flow Computation 

5.5.2 Distributed Load Flow Algorithm 

Theoretically, distributed computation is quite similar to parallel 
computation, and the only difference between the two is that the 
distributed computation is based on a computer network rather than a 
parallel machine where communications among processors are assumed to 
be fixed and reliable. Usually the data communication process in a 
distributed system is more complicated than in a parallel machine. 

5.5.2.1 General Iteration Equation. Based on the system partitioning 
paradigm, shown in Figure 5.3 for the distributed load flow algorithm, 
each computer at its SACC will perform the following iteration: 
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where Jkk-' (.) is the Jacobian matrix of the ith subarea and y is the 
relaxation factor. As in conventional relaxation iteration algorithms, this 
algorithm is called either low or exceedingly relaxed iteration algorithm 
based on y <1 or y >1 respectively. The &(.) in (5.15) is determined as 
follows. Suppose, as shown in Figure 5.4 (a), that there is one tie line 
whose terminal buses i and j belong to subarea k and h, respectively. 
Buses i and j will be grounded for the formulation of J k k  and J h h  as shown 
in Figure 5.4 (b). 

a I 

I 

'\ Zij 
\ 

I 
I '1 I I 1 Subarea k 

I 

AC 

(a) Before Forming J k k  

I 

(b) When Forming J k k  

Figure 5.4 Formation O f J k k  

To be more specific, we suppose the kth subarea has n k  buses, 
which are consecutively put together in the system Jacobian matrix J from 
the (m+l)th row to the (m+ nk)th row and from the (m+l)th column to the 
(m+ nk)th co1umn. Accordingly, J k k  in (5.17) is part of the matrix shown 
in Figure 5.5. 
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(m +I) th column 

CHAPTER 5 

J= 

(m + n$th column 

Figure 5.5 Elements of .Ikk 

5.5.2.2 Nodal Power Calculation. After system partitioning, the nodes of 
a subarea can be sorted either as internal nodes such as nodes a, b, c, and d 
in Figure 5.6, or as boundary nodes such as i andj  in Figure 5.6. 

Figure 5.6 Boundary Nodes between Subareas 

The calculation of nodal power for internal nodes of a subarea, 
either active or reactive power, is the same as that in the conventional load 
flow computation. The nodal power of internal nodes can be calculated 
based on internal state variables: 

where & and Qi,, are the functions for the active and reactive power 

computation of an internal node. 
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The nodal power calculation of boundary nodes will require the 
information on boundary state variables transmitted from the neighboring 
subareas. Specifically, in Figure 5.6, the power calculation of node i in 
subarea k needs the state variable of nodej  in subarea h, and the power 
calculation of node i can not proceed before subarea h has transmitted the 
state variable of nodej to subarea k. In general, the power calculation of a 
boundary node can be formulates as follows: 

(5.18) 

(5.19) 

where e,, and Q i , ~  are the fhctions for the active and reactive power 

computation of a boundary node. These values are expressed as a function 
03 of internal state variables xi and the associated boundary variables of 
neighboring subareas. All boundary state variables will be communicated 
among distributed computers during the distributed iterative process. 

5.5.3 Synchronous Algorithm of Load Flow 

Since synchronization allows the participating computers to take the 
consistent iteration steps, the synchronous distributed computation is quite 
similar to the parallel computation. The synchronous distributed load flow 
algorithm is described as follows: 

However, the Jacobian matrix segment .& that we are using here for the 
local computation does not take into account the non-diagonal elements of 
the system Jacobian matrix. So the convergence process of the 
synchronous distributed algorithm could become sluggish compared with 
serial and parallel algorithms. 

From (5.18) and (5.19), we derive the following equations for the 
nodal power calculation: 
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A significant shortcoming of the synchronous distributed load 
flow computation is that, in most cases, synchronization will have to bear 
a high penalty incurred by communication time delay, load imbalance, 
heterogeneousness of computer performance, and so on. 

5.5.4 Asynchronous Algorithm of Load Flow 

In a distributed system located over a vast geographical area, time delays 
for data communication among computers are hard to predict. Hence, to 
avoid a high synchronization penalty, communication network 
characteristics in the distributed system must be taken into consideration 
for the algorithm design. 

Let us suppose that Ti is the set of time (t) when xi is updated by 

computer i of the distributed system and xi( ~ $ ( t ) )  is the value of xi 

transmitted to computer i by computer j at the time z)(t). Then the 

asynchronous distributed algorithm of load flow is formulated as 

xi(t + 1) = ~ ( x i ( ~ ~ ( t ) ) , . . . , x i ( t ) , . . . , ~ N ( ~ ~ ( t ) ) ) , V  t E T i ,  V i E {l,*..,N) 
(5.25) 

where z) (t) obviously satisfies 

0 5 z ) ( t )  I t ,  v t 2 0  (5.26) 

For all t B Ti, xi(t) remains fixed, and there exists 

(5.27) 

After considering communication time delays and introducing a 
relaxation factor y, the asynchronous distributed algorithm of load flow 
based on the Newton-Raphson method can be formulated as 
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where gi : x --+ xi is the power mismatch function for the ith subarea, and 
Jii(.) is the Jacobian matrix of the load flow equation of the ith subarea, 
which is formulated as in section 5.5.2.1. 

The main characteristic of an asynchronous algorithm is that local 
computers do not need to wait at predetermined points for predetermined 
messages to become available. Instead, some computers are allowed to 
compute faster and execute more iterations than others; furthermore, a few 
computers are allowed to communicate more frequently than others, with 
communication delays that can become substantial or even unpredictable. 
In some special cases it is assumed that communication channels can 
deliver messages in a different order that the one in which they were 
expected. 

The asynchronous algorithm appears to offer several advantages. 
First, it can reduce the synchronous penalty and potentially gain speed 
over synchronous algorithms under various circumstances. Second, it has 
a greater implementation flexibility and tolerance for data alterations 
while executing the algorithm. The negative side of an asynchronous 
algorithm is that the conditions for its validity could become more 
stringent than those for its synchronous counterparts. 

The following assumptions [Ber98] are essential for studying the 
data communication characteristics of a distributed system. 

Totally asynchronous assumption. Suppose that T z  is indefinite and 

( t k }  is an indefinite sequence of the elements of Ti, then we 

have lim rf ( t k  ) = a, \J j .  
k+m 

Partially asynchronous assumption. Suppose there is a positive 
integer M so that 

For each i and t =0, the set (t, t+l,. . ., t+m-1 } has at least one element 

which belongs to T z  ; 

ii) For all i and b' t E Ti , there is 

t - M < +1) < t 
iii) For all i and b' t g Ti , there is 

r )  ( t )  = t 

(5.29) 

(5.30) 
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5.5.4.1 Totally Asynchronous Algorithm. Suppose that the algorithm 
starts from x(0)  EX As the preceding totally asynchronous assumption is 
satisfied, the algorithm represented by (5.27) and (5.28) is called the 
distributed totally asynchronous Newton-Raphson load flow method. 

5.5.4.2 Partially Asynchronous Algorithm. From (5.20), we see that the 
data that are to be communicated in the distributed load flow computation 
are merely the boundary state variables. Compared with the traditional 
serial load flow computation, the immediate impact of asynchronization is 
that the computation results of the boundary power will change, which 
will eventually cause the difference in convergence properties of serial 
and asynchronous distributed load flow algorithms. In this regard the most 
effective method to improve the convergence property of the 
asynchronous distributed load flow algorithm is to reduce the boundary 
power mismatches caused by asynchronization. Intuitively, the boundary 
power mismatches could be reduced by restraining the extent of 
asynchronization, namely the difference between t and t(t). Hence, we 
introduce the following partially asynchronous assumption. 

Under the partially asynchronous assumption, the distributed 
asynchronous load flow algorithm described by (5.27) and (5.28) is 
referred to as partially asynchronous distributed load flow algorithm, and 
M is called the asynchronization measure. Since practically the 
communication time delays are within certain limits, the partially 
asynchronous distributed load flow algorithm will be more suitable for 
DEMS applications. 

5.5.4.3 Boundary Power Calculation. Since we suppose that there is no 
communication delay for the local information, the power calculation for 
internal nodes in asynchronous distributed load flow algorithms is the 
same as that in the synchronous distributed algorithm. However, because 
of the communication delay of boundary state variables, the calculation of 
boundary node power is different from that of the synchronous distributed 
algorithm. The nodal power calculation of boundary nodes does not have 
to be delayed until it receives boundary state variables from its 
neighboring subareas. So the available boundary state variables will be 
used to compute the boundary power. For instance, the injection power 
calculation of nodej in subarea h will not be delayed for the latest value of 
the state variable of node i in the subarea k. Rather, the calculation will 
proceed by using the available state variable of node i that was received 
previously. The formulation is given as 
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(5.3 1) 

(5.32) 

- - 
gl ( x )  

g J x )  (5 .33 )  

... 

... 
-gN 

5.5.5 Boundary Power Compensation 

To derive the mathematical formulation of the distributed load flow 
computation with boundary power compensation, we first take a look at 
the load flow formulation for the entire system. Suppose that the system is 
partitioned exactly the same way as the distributed load flow; then the 
block matrix for the load flow equation is formulated as 

4 

h i  

h N  

... 

... 

In comparing (5.33) with (5.15), we see that the distributed load 
flow algorithm has omitted non-diagonal blocks of the system Jacobian 
matrix. One possible way to improve the convergence of the distributed 
load flow computation would be to compensate the boundary power 
caused by such reductions. When the boundary power is compensated, 
the distributed load flow computation can be generally formulated as 
follows: 

r 1 

xi  (t  + 1) = xi  ( t )  - Jli' ( x )  zi ( x )  + PC J ,  ( x ) h  'd t E Ti, 1 j t i  1 
where is a scale factor for compensation. 

Specifically, for the synchronous distributed computation, the 
boundary power compensation algorithm can be formulated as 
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r 1 
Xi(t+l) = xi(t)-Jz;'(X(t)) x i ( x ( t ) )+pCJ! , ( x ( t ) )Ax j ( t )  

j t i  

v i E {l,...,N> (5.35) 

While for the asynchronous distributed computation, the boundary 
power compensation algorithm can be formulated as 

It is obvious in the compensation algorithm that the boundary state vector 
and its increment AqB need to be transmitted to neighboring 

subareas. 

5.6 CONVERGENCE ANALYSIS 

The parallel algorithm is just another computation method of the load 
flow problem and its convergence property will be the same as that of its 
serial counterpart. Therefore, in this section, we only analyze the 
convergence of distributed computation. 

5.6.1 Convergence of Partially Asynchronous Distributed Algorithm 

According to the partially asynchronous assumption, the next iteration 
solution x(t + 1) depends on the previous solutions x(t) ,  x(t - l ) , .  . ., x(t -M 
+ 1). Hence, we introduce a vector z(t) = (x(t) ,  x(t - 1), ..., x(t - M + 1)) 
which summaries all the information to be used for the next iteration. 
Since x(t + 1) is decided by z(t), it indicates that z(t + 1) will be decided by 
z(t) .  Suppose that I is a positive integer, then z(t + E> is determined by z(t). 
Further, iff(.) is continuous, z(t + I> is also a continuous hnction of z(t). 

Let Z be the Cartesian product of M copies of X,  that 

is, 2 = (x', ..., x ) andZ* = ((x* ,...., x*) I x* E X * }  . It is conceivable that 

if z ( t )  = z* E Z* then z(t + I )  = z* . So, we offer the following proposition. 

M 
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Proposition 5.1. Say there exist some positive integer t* and a continuous 
Lyapunov function d: Z + ( 0 , ~ ) .  If the partially asynchronous 
assumption holds, for every scenario of the partially asynchronous load 
flow computation we have: 

i) For every z(0) E Z * ,  there exists d(z( t*))  < d(z(0));  
ii) For every z (0)  E Z and for every t 2 0 ,  there exists d(z ( t+ l ) )  

Then there is Z* E Z*for every limiting point z* E Z of the sequence 
(z(t)} generated by the partially asynchronous load flow algorithm. 
Proposition 5.1 is too general to provide a practical convergence 
implication. Hence, in the following, we continue to seek more specific 
convergence conditions for the partially asynchronous load flow 
computation. 

< d(z ( t ) )  ; 

Before we go on to analyze the convergence condition of 
asynchronous distributed load flow computation, we present the following 
fact. Suppose that the set of the fixed points of the load flow problem are 

expressed as X* = {x E R" I x = f ( x ) }  , then the following fact holds. 

Fact 5.1. 1 )  X* is non-empty; 2)f(x) is continuous; 

Proof. 1) there is always a load flow solution for a steady state 
power system. 

2)f(x)  is continuous and derivable when the system is 
stable under small disturbances[Ara8 11. 

Let us define the following function on R" 

(5.37) 

Then the following proposition holds. 

Proposition 5.2. Suppose that the iterative load flow function f : X + R" 
is non-expansive, which satisfies 

i l f (x)  - x*lI_ Illx - x*ll ,Vx E R",Vx E X* (5.38) 
a, 



194 CHAPTER 5 

Then its properties are as follows: 

1) The set X* is closed 

2) For every X E  X ,  there exists some x* E X*which satisfies 

h(x)  = jlx - x*l/ 
W 

3) The function h : X + Rn is continuous 
4) For every x E X , there is h ( f ( x ) )  I h(x)  . 

For the purpose of simplification, we introduce a few notations. First we 
let S(x,x*)represent the set of indices of coordinates of x that are the 

farthest from x* , that is, 

S(x, x* ) = { i I I X ( i )  - x;i) I = x - x (5.39) /I *IlJ 
Then, we define 

E ( ~ X * ) = O , E R "  Iy(i) = ~ ( ~ ) , V i € ~ ( q x * ) ~ u ~ ~ R "  lly(i)-x(il 1 I~lx-x*ll , 
W 

i P I ( x , x * ) )  (5.40) 

To simplify the mathematical proof, we assume that ni = l(i = 1, ..., N )  . 
Let us consider the following assumption: 

Assumption 5.1. The iterative load flow function f : X + R" has the 
following features: 

i) X *  isconvex 

ii) For every x E R" andx* EX*, there is IIx - x-11 = h ( x )  > 0 ,  and 

thereexists i~ S ( x ; x * )  suchthat f i (y ) ; t  y( i )  forall y E E ( x ; x * )  

W 

iii) If x E R " , f i  ( x )  f x i ,  and x* E X*, then I f ,  ( x )  - xi I< x - x 
* ll *Ijm 

Based on the assumption above, we offer the following proposition for the 
partially asynchronous load flow computation: 

Proposition 5.3. If the iterative load flow function f : X -+ R" is non- 
expansive and the Assumption 5.1 holds, then the solution sequence 
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{ x ( t ) >  generated by the partially asynchronous load flow iteration 

converges to a fixed point x* E XI. 

Proof. For any z = (XI, ..., x M )  E 2, we define the Lyapunov function 

and 

(5.42) 

Before we prove Proposition 5.3 using Proposition 5.1, we prove the 
following four lemmas. 

Lemma 5.1. Suppose that x p X * , x *  EX* ,  and h(x)= 

k = 1 ,..., A4 , then there is d(z) < x - x . /I *Ilw 

Lemma 5.2. 

1 )  If x* E X* , then for every t E T i ,  there is /lxi(t) -x*ll I D(z(t);x*) ; 

2) Ifx* E X* , then for all t 2 0 ,  there is D(z(t + l);x*) 5 D(z(t);x*) ; 
3) For all t 2 0 , there is d(z(t + 1)) 5 d(z(t)). 

a3 

The item 3) of Lemma 5.2 guarantees the validity of condition ii) 

of Proposition 5.1. In the following, we will prove that if z(0) P Z* then 

d(z(2nM + M ) )  < d(z(0)) , which guarantees the validity of condition i) 

of Proposition 5.1 when t* = 2nM + M . To prove this, we consider 

z(0) E Z* and a particular iteration scenario. We denote d* = d(z(0)) and 
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use x* to indicate a particular element of X *  which satisfies d* = d(z(0))  . 
We also denote J ( t )  = (i I I xi ( t )  - xi* I = d * }  , and for any limited set J, 
we use IJ1 to represent its cardinality. 

Lemma5.3. 1 )  If x i ( t + l ) # x i ( t )  forsomet20, thenicJ ( t+ l )  

2)  For every t > 0 , there is J( t  + 1) c J ( t )  . 

Lemma 5.4. Ifd* = d(z(0)) > 0,  then at least one of the following 
statements is true: 

1) d(z(2nM + M ) )  < d* 

I J( t0  + 2 M )  I< I J( td  I .  
2) For every to in the range 0 I t ,  I2(n--l)M , if IJ(to)I>O,then 

Now we return to Proposition 5.3. By Lemma 5.4, ifd(z(0)) > 0 ,  
there are only two cases to consider. Either d(z(2nM + M ) )  > d(z(0))  or 
the cardinality of J(t) decreases every 2M time units until it is empty. In 
the latter case, we conclude that J(2nM) is empty. By Lemma 5.3, it 

follows that J(t) is empty and ~ ~ x ( t ) - x * ~ ~  I d *  for all t satisfying 

2nM I t < 2(n + l)M. This implies that d(z(2nM + M ) )  > d* . We 
therefore can conclude that the inequality d(z(2nM + M ) )  > d(z(0))  
holds in both cases. This establishes condition i) of Proposition 5.1. 
Notice that the sequence { z  (I)} is bounded and therefore has a limiting 

point z* . By Proposition 5.1, we have z* E Z* . Let x* be such that 

z* = (x* ,  ...., x* ) .  Then x* E X* and lim inf,&D(z(t);x*)=O. Since 

D(z(t);x*)  is non-increasing, we conclude that it converges to zero. This 

establishes that z(t) converges to z* and x(t) converges to x* . 

00 

Detailed proofs of Lemmas 5.1 through 5.4 are found in [Ber89]. 
Although in all of these cases, we considerq = 1, the outcome can be 
extended to nj > 1 as well [Wan94]. 
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5.6.2 Convergence of Totally Asynchronous Distributed Algorithm 

To find the exact convergence conditions for the totally asynchronous 
distributed load flow algorithm, we first look at the following general 
convergence theorem for a totally asynchronous computation. 

N N 

i=l i=l 
Proposition 5.4. SupposeX = II c KI R"', if for every i E {I, ..., N ) ,  

there is a subset sequence { X i  (k)) of X i  , which satisfies the followings: 

i) Forall k 2 0 ,  X i ( k + l ) c X i ( k )  

ii) For all x E X ( k )  ,where X ( k )  = ll X i  ( k )  , there is f (x) E X ( k  + 1) 

iii) The limit of sequence ( x ( k )  I x ( k )  E X(k) , 'dk)  is a fixed point off: 

N 

i=l 

Then every limit point of the sequence [x(t)) generated by the totally 

asynchronous iteration with x(0) E X ( 0 )  is a fixed point off: 

Condition i) of Proposition 5.4 is the Box Condition. This 
condition implies that by combining components of vectors in X ( k )  , we 
can still obtain vectors inX(k) . Condition ii) of Proposition 5.4 is the 
Synchronous Convergence Condition, and it implies the limiting points of 
sequences generated by the synchronous iteration are fixed points of$ Let 
us define a weighted maximum norm on R as follows: 

(5.45) 

where xi E R" is the ith component of x; I l . l l i  is certain kind of norm 

defined on Rnc and w E R" , wi ( i  = 1, ..., N )  is a scalar. Then we have the 

following general theorem for totally asynchronous distributed load flow 
algorithm: 

Proposition 5.5. If the iterative load flow function f :R" + R" is the 

weighted maximum norm contracting map, then the sequence [x( t ) )  
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generated by the totally asynchronous load flow iteration with 
x(0) E X ( 0 )  is a fixed point off: 

Proof. iff is the weighted maximum norm contracting map, then there 
exists an a E [O,l) which obtains 

Ilf (4 -*ll - < a x - x ,  II *11 VXEX (5.46) 

where x* is the fixed point off: 

Suppose that the totally asynchronous iteration starts with 
x(0) E X , and there is 

x i ( k )  = ki E R ~ I  I /Ixi -x;lIi I akIlx(0) -.*I/} (5.47) 

Then, the set generated by (5.47) will satisfy the conditions of Proposition 
5.4 and converge to a fixed point off. 

To further study the convergence property of the totally 
asynchronous distributed load flow algorithm, let us consider the 
following proposition [Ber83]. 

Proposition 5.6. Suppose that 

i) X E R" is convex and f : X -+ R" is continuous and differentiable; 

ii) There exists a positive constant k which satisfies 

V , f , ( x )  5 k ,  x E X , V i  (5.48) 

iii) There exists a > 0 which satisfies 

Then, if 0 < y < 1 / k , the mapping function T : X -+ R" determined by 

T ( x )  = x - f l ( x )  is a maximum norm contraction mapping. 

Now we consider the following iterative equation of load flow 

x ( t  + 1) = x ( t )  - yA-'(x(t))g(x(t)) (5.50) 
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where A(. )  is the Jacobian matrix of g(.) .  The term A-'(x)g(x)in (5.50) 

is equivalent to f ( x )  in Proposition 5.5. When a power system is at 
steady state, the difference in phase angles of any two terminals of 

transmission lines would satisfy loi - 6, I I x / 2 . Under this condition, X 

is convex, and A-' (x)g(x) is continuous and differentiable. 

From Proposition 5.6, we know that the iterative load flow 
equation (5.50) must be a maximum norm contraction mapping if the 
Jacobian matrix of the vector function A-' (x)g(x) is diagonal dominant. 
Furthermore, from Proposition 5.4, we know that the totally asynchronous 
algorithm of load flow converges to a fixed point of g(x) = 0.  Let 

R =  a(A-'cn)gc.,) and the maximum value of the diagonal elements of R ax 
is k ~ .  Then, we obtain the following convergence theorem for the totally 
asynchronous algorithm of load flow: 

Proposition 5.7. (Convergence theorem of the totally asynchronous 
algorithm of load flow). If R is diagonal dominant and y is within 
(0,l /Rk), then, the totally synchronous algorithm of load flow would 
converge to a fixed point off . 

Because it is very difficult to analyze the Jacobian matrix of 
A - ' ( x ) g ( x )  in general, in the following we provide the proof for the P-Q 
fast decoupled load flow algorithm. 

Proof. Suppose that C and D are the constant Jacobian matrices for the 6) 
and v iteration of the P-Q fast-decoupled load flow algorithm respectively, 
and let 

where 

hii = v i c v j ( G i i  sineii - Bii cos6$) 
j t i  

(5.51) 

(5.52) 

(5 .53)  
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h, = -v.v 1 J  .(G.. r/  sineij - B, cosBij) 

uii = - c v j ( G i j  sine, - BijcosBij)+2vjBi, 

u .. = -vi (G, sin 8, - B, cos 9, ) 
j # i  

2/ 

(5.54) 

(5.55) 

(5.56) 

If we apply P-Q fast decoupled conditions (i.e., case, u 1,  

andG, sin$, << B, to (5.53) through (5.56), we find that h, = c, and 

u, = d, , where h, , n, , c, , d, are the (ij)th element of matrices H, U, 

C, and D, respectively. Hence, C-'H = E and D-'U = E , where E is an 

identity matrix. Because C-'H and D-'U are equivalent to R, R is 
obviously diagonal dominant. Let us set k = 1+5, where 5 is a very small 
positive factor which depends on the system characteristics. Then, as 
y varies in (O,l/( 1+5)), the P-Q fast decoupled totally asynchronous 
algorithm of load flow will converge. 

In a broader sense, we could prove the convergence of P-Q fast 
decoupled load flow algorithm as follows. Let the inductive norm for a 
matrix A be defined as 

(5.57) 

where l l - i l i  is a certain kind of norm on R"' , andIl& is the block maximum 

norm. Suppose that s2 is a very small 6 field of the load flow solution x* , 

i.e., s2 = (x E R" I/lx - x*/I < S> , 

J,(X) = ~ agi(x) , Vi, j = l , - - . N .  Accordingly, we provide the following 

&i(x) and and define Jjj(x) = ~ 

d X i  

axj 

theorem. 

Proposition 5.8. Suppose y is a small relaxation factor. If the distributed 
load flow algorithm satisfies 
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Then, the set generated by P-Q fast decoupled totally asynchronous load 
flow algorithm converges to a fixed point off. 

Proof. Sz is convex when the absolute value of the difference of the phase 
angles of the two terminals of a transmission line is less that x/2 .  Suppose 
that for x ,  y E Q , there exists a scalarp that obtains 

where hi : [0,1] --+ Rni is continuous and differentiable. Let us further 

define a mapping function T ( x )  = xi - yJtT'gi(x). Then we have 

Applying the chain rule, we obtain 
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Internal nodes (37) 

Leta  = I - yJ~lJjj(x)~~,, + - rJulJii(x)// . Then we have 
9 

' I  j+ i  
I/ 

1, 2, 3 , 4 ,  5 , 6 ,  7, 8 , 9 , 1 0 , 1 1 , 1 2 , 1 3 , 1 4 , 1 6 ,  
17, 18, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 31, 32, 

mapping function T : R -+ R" is a block maximum norm contracting map. 
Then by applying Proposition 5.6, the set generated by P-Q fast decoupled 
totally asynchronous load flow algorithm converges to a fixed point off. 

Internal nodes (25) 

5.7 CASE STUDIES 

83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 101, 
102, 103, 104, 105, 106, 107, 108, 109, 110, 11 1, 112 

5.7.1 System Partition 

Internal nodes(39) 

Consider the IEEE 118-bus system as a test system. The system 
generation and load data are provided in Appendix A. The system is 
partitioned into three subareas (Refer to Appendix A for system 
partitioning), and the nodes of each subarea are listed in Tables 5.1, 5.2, 
and 5.3, respectively. Between these three subareas, there are a total of 
twelve tie lines which are listed in Table 5.4. 

35, 36, 37,39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 
50, 51, 52, 53, 54, 55 ,  56, 57, 58, 59, 60, 61, 62, 63, 
64, 65, 66, 67, 68, 76, 78, 79, 80, 81, 116 

Table 5.1 Nodal Data of Subarea 1 

171, 72, 73, 74, 113, 114, 115, 117 
Boundary nodes (5) I 15, 19,30,70,75 

I Boundary nodes(3) I 82,96, 100 1 

Boundary nodes(9) I 33, 34,38,69,77,97,98,99, 118 
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Tie line number (12) 44,45, 54, 108, 116, 120, 128, 148, 157, 158, 159, 185 

There is a subarea control center in each subarea of the sample system; the 
structure of this wide computer network which is composed of the 
computers at these three SCCs is shown in Figure 5.8. 

In order to simulate the distributed load flow computation, a 
COW is employed as shown in Figure 5.9, and MPI is used for the data 
communication among the computers. 

Computer at the control 
center of subarea 3 

Computer at the control 
center of subarea 1 

Computer at the control 
center of subarea 2 

Figure 5.8 Computer Network Structure of the DCCS of the Example System 

+l Workstation 

I l l  

l l  Workstation Workstation tl 
Figure 5.9 COW for Parallel and Distributed Load Flow Computation 



204 

r 

CHAPTER 5 

5.7.2 Simulation Results 

5.7.2.1 Synchronous Computation. In this simulation, synchronous 
communication is implemented using the MPI communication function 
MPI - Send and MPI-Recv. 

Case 1: Distributed computation without boundary power 
compensation. In this case, non-diagonal blocks of the system Jacobian 
matrix are neglected. The relationship between the iterations of the 
distributed synchronous load flow algorithm versus y is shown in Figure 
5.10. Although at the beginning the number of iterations is high, the 
iteration number of the distributed load flow computation decreases 
gradually with y increasing. When y =1.0, the iteration numbers for 
computers 1, 2, and 3 are 30, 34, 32, respectively. 

Synchronous Load Flow 

400 1 
350 

5 300 
250 

z 
0 
c 200 

150 
f 100 - - 

50 
0 

0.5 1 
gamma 

+ Series1 
+ Series2 
-A- Series3 

7 

1.5 

Figure 5.10 Synchronous Load Flow Computation 

Note: series 1, 2, and 3 represent the iterations for computers 1, 2, and 3 
respectively. 

Case 2: Distributed computation with boundary power compensation. 
In this simulation we keep the value of y constant and allow p to change. 
We set y = 1.0 for we learned from Figure 5.10 that the synchronous 
distributed load flow algorithm converges most quickly when y = 1 .O. The 
most difficult part of this simulation is to choose an appropriate value for 
p. The elements of the Jacobian matrix are usually large, so the right hand 
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side vector of the load flow equation decreases and becomes very small 
when the iterative process approaches the final solution. For this reason, p 
should be a very small value. The relationship between the iteration 
number of the distributed synchronous load flow computation with 
boundary power compensation and p is shown in Figure 5.1 1 for y = 1 .O. 

In Figure 5.1 1, the boundary power compensation can not always 
guarantee a fast convergence of the algorithm. The iteration number of 
distributed synchronous load flow computation with boundary power 
compensation varies non-homogenously with p, and when f3 exceeds a 
certain value (e.g., 0.04 in our case), the algorithm will no 
converge. 

longer 

Synchronous Load Flow with Compensation 

3 10 I f! CI li: 
55 0 

0 0.01 0.02 0.03 0.04 0.05 

beta 

+ Series1 
+ Series2 
-A- Series3 

Figure 5.1 1 Synchronous Load Flow Computations with Boundary Power Compensation 

Note: series 1, 2, and 3 represent the iteration numbers of computers 1, 2, 
and 3, respectively. 

5.7.2.2 Partially Asynchronous Computation. To simulate the partially 
asynchronous distributed load flow computation, we first need to choose 
an asynchronous measure M. As we stated in the partially asynchronous 
assumption, boundary state variables (i.e. voltage magnitudes and phase 
angles) are transmitted to neighboring SCCs at least once in every M 
iterations. When the nodal phase angles of subarea 1 is delayed M 
iterations to be transmitted to its neighboring subarea 3, the iteration 
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number of the partially asynchronous load flow computation versus M, 
is shown in Figure 5.12 for y = 0.1. 

In Figure 5.12 the iteration number of the partially asynchronous 
distributed load flow increases with increasing M. When M > 14, the load 
flow algorithm will not converge. 

Partial Asynchronous Load Flow 

1600 
1400 

+ Series 1 

-D- Series2 

600 -A- Series3 
0 

200 1 , , , 
2 
9 400 

0 

0 5 10 15 

M 

Figure 5.12 Partially Synchronous Load Flow Computation 

Note: series 1, 2, and 3 represent the iterations of computers 1, 2, and 3 ,  
respectively. 

5.7.2.3 Totally Asynchronous Computation. Totally asynchronization 
can be realized using MPI-Isend and MPI-Irecv. In this case the data 
communication between computers is completely random, so it is very 
difficult for the totally asynchronous distributed load flow algorithm to 
converge. However, theoretically, convergence should be possible when y 
becomes small enough to converge. 

5.8 CONCLUSIONS 

From the case studies of this chapter, we reach the following conclusions: 

0 The distributed asynchronous algorithm of load flow can be 
established based on the unpredictability of data communication time 
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delay. The partially asynchronous algorithm can simulate the normal 
operating case of a power system, while the totally asynchronous 
algorithm can simulate the abnormal case when the data 
communication time delay tends to be infinite or a certain 
communication link is at fault. 

The proposed distributed load flow algorithms converge to the right 
solution when y is small enough. However, it converges most quickly 
when y is near 1 .O. 

The convergence property of the asynchronous distributed load flow 
algorithms can be improved by limiting data communication time 
delay. In partial asynchronization, the smaller the asynchronous 
measure is, the faster the asynchronous algorithm will converge. 

Boundary power compensation is a useful improvement to the 
convergence property of the distributed load flow algorithm. 
Boundary power compensation can accelerate the iteration process, 
but the compensation factor p must be properly selected. 

Compared with its synchronous counterpart, the distributed 
asynchronous algorithm needs additional iterations to converge. 
However, the asynchronous algorithm does not need to wait for data 
communication the way the synchronous algorithm does, and this can 
save computation time. 
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Chapter 6 

Parallel and Distributed Load Flow of 
Distribution Systems 

6.1 INTRODUCTION 

The extension of computer monitoring and control to the customer level 
has become a new trend in modem power systems. This issue is of 
particular interest in a restructured environment. The new development 
has greatly motivated the application of parallel and distributed processing 
to distribution management systems. Distribution management systems 
(DMSs) collect and process a large amount of real-time data on the 
operation of distribution systems and its customers. However, it may be 
unnecessary and impractical to transmit all these data to the system 
control center for processing. In particular because the localized data 
processing has proved to be the most appropriate approach for distributed 
and restructured power systems. 

To facilitate the monitoring and control of the distribution system 
operation, and to minimize capital investment in communication 
networks, a distribution system is usually divided into zones. Each zone 
has a dispatching center that is responsible for the real-time monitoring 
and control of energy distribution in that zone. Coordination is rare among 
these local dispatching centers because of the radial network topology of 
the distribution system. The energy distribution in this distribution system, 
shown in Figure 6.1, is through the coordination of individual dispatching 
centers with the substation, where the distribution system is usually 
modeled as an equivalent load in transmission system analyses. 

209 



21 0 

b 
High Voltage 
Transmission 

System 

Substation 

CHAPTER 6 

Distribution zone k 

Distribution zone 1 

Low Voltage Distribution 
System 

Figure 6.1 Transmission and Distribution Systems 

In a restructured distribution system, DISTCOs are responsible for 
the energy supply and the operation of distribution zones. The monitoring 
and control of the distribution system reliability is the responsibility of the 
DNO (distribution network operator), which plays a role similar to that of 
the IS0  in transmission systems. The DNO utilizes various monitoring 
and control facilities which are inherited from the traditional integrated 
distribution utilities. On the other hand, a DISTCO may establish its own 
computer network for telemetering and operation purposes. For instance, a 
DISTCO may impose distribution network reconfigurations based on its 
own computer network 

A new phenomenon that has occurred with the restructuring of 
power industry is that distributed generation units (or distributed energy 
resources) have been widely deployed, especially in distribution systems. 
The installation of various distributed generation units greatly improves 
the existing monitoring and control schemes in the operation of a 
distribution system. Likewise, distributed generation will largely change 
the traditional characteristics of a distribution system. The utilization of 
distributed generation, however, could pose stability problems in the 
system operation. In this new circumstance, the proper monitoring and 
control of distribution systems is more important than ever. 

The reason that power systems are purposely divided into a 
transmission system and a distribution system is the large differences in 
voltage levels as well as network topologies of the two systems. There 
also exists a significant difference in the parameters of these two systems; 
hence, convergence problems may occur if these two systems were 
directly combined for load flow computation. 
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In general, the transmission system has a mesh network structure, 
while the distribution system has a radial network structure. In most 
computations for a distribution system, it is usually assumed that 
distribution networks have a tree-like radial structure. With rapid 
developments in modern power systems, however, distribution networks 
have become more complicated with a meshed structure. Although the 
switches that connect two radial distribution networks are supposedly to 
be open in the normal state, which indicates that there is a very weak 
current flowing through the connections if the switches are closed, in 
some systems the coupling effect ought to be taken into account. 

The rapid development and wide application of computer network 
technology will provide a substantial support for the distributed 
processing of distribution systems. Because the geographical area of a 
distribution system is much smaller than that of a transmission system, its 
data communication will not need so many stages as in the transmission 
system, and computers at local control centers could be interconnected 
directly. As a result, to some extent, distributed processing in distribution 
systems will become much easier, more reliable, and less expensive than 
that in transmission systems. 

Similar to that of the transmission system, load flow is the most 
useful tool for the real-time monitoring and control of a distribution 
system. In this chapter we discuss the parallel and distributed computation 
of load flow for the distribution system with respect to specific 
characteristics of the distribution system and based on a distributed 
computing system. Our discussion will focus on design methods for 
parallel and distributed load flow algorithms and their convergence 
analyses. The designed parallel and distributed load flow computation are 
simulated on a COW, and the unpredictability of communication delay is 
taken into account by designing asynchronous distributed algorithms. 

6.2 MATHEMATICAL MODELS OF LOAD FLOW 

Compared with transmission systems, distribution systems have a 
relatively low voltage level. This is because the distribution system is used 
for providing energy to customers while the transmission system is used 
for the long-distance transportation of bulk energy. The distance between 
two neighboring buses on the distribution network is rather minor, and the 
transmission system that has a mesh structure, while the distribution 
system has a radial structure. Even if there are some loops in the 
distribution system, corresponding switches that connect the two radial 
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parts are usually located where a very weak electric current will pass 
through when the system is operated under normal conditions. 

The P-Q fast decoupled load flow method which has received 
wide applications in transmission systems cannot be easily applied to a 
distribution system. This is because feeders and laterals of the distribution 
system have a high ratio of resistance to reactance. If one were to apply 
the traditional Newton-Raphson method to the distribution system by 
choosing voltage magnitudes and phase angles as state variables, the 
solution process would be very slow because the system needs to re- 
calculate the Jacobian matrix at every iteration. Hence, new and more 
efficient load flow algorithms are developed for the distribution systems 
[AugO 1 , Das94, KebO 1 , LosOO, MekO 1 , NanOO, Nan98, SriOO]. However, 
additional improvements are deemed necessary to represent the new trend 
in distribution system operation. For instance, DistFlow has been 
approved as an effective load flow method for distribution systems where 
there is no distributed generation in the system. The load flow calculation 
gets more cumbersome as distributed generation is added to distribution 
systems. In the following, we discuss the design of parallel and distributed 
load flow algorithms for distribution systems. 

6.2.1 Model for One Feeder 

The simplest case of a distribution network is depicted in Figure 6.2 with 
one main feeder that does not have any laterals. This system has n 
branches and ( n + l )  buses, We assume Vo is the bus voltage at the 
substation and that V, is constant in the load flow computation. 

Figure 6.2 A Distribution System with Only One Feeder 

We let z j  = rj + jx, be the impedance of the ith branch, 

SLi = PLi +jQLi the load extracted from bus i, and denote 

So,o = Po,o + jQo as the power extracted from the substation which flows 
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into the distribution system. Then the power injected into the first branch 
of the main feeder is calculated according to 

%,O v, = vo - z,Io = vo - z1- 
VO 

By applying the above calculation to main feeder branches, we obtain the 
following recursive formulations: 

(6.3.1) 

(6.3.2) 

(6.3.3) 

where4 and Qi are the active and reactive power injected into the 

distribution branch between buses i and i +I ,  and I$ is the voltage of bus 
i. Formulation (6.3.1) through (6.3.3) can be further generalized as 

where xo,j =[4 Qi ,'IT. Equation (6.4) has the following boundary 

conditions: 

(6.5.1) 

(6.5 -2) 

(6.5.3) 

Equations (6.5.1) and (6.5.2) describe the condition of the last bus of the 
main feeder. Equation (6.4) and the boundary conditions (6.5.1) through 
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(6.5.3) comprise the equations for distribution load flow, which can be 
formulated in a general form 

T where xo = [ x ~ , ~ ,  . . . , xi, ] . For any given load profile, the state vector 

x,, can be determined by solving for 3(n + 1) equations in (6.6). 

6.2.2 Load flow Model for One Feeder with Multiple Laterals 

Now consider a distribution network with one main feeder, n branches, 
and m laterals, as is shown in Figure 6.3. 

Figure 6.3 A Distribution System with One Main Feeder and Multiple Laterals 

We choose the injection power (Po,o, Qo,o) at the starting bus of 

the main feeder and the injection power (PO,k , Q O , k ) ,  k = 1,2,..-, m at the 

starting bus of each branch, as state variables. Then the load flow problem 
is solved by the following 2(m + 1) boundary equations. 

where Pk,nk ,Qk,nk (k =O,l,...,m) are the active and reactive power 

flowing out of the last bus of each branch of the main feeder and each 
lateral, nk is the number of the branches of the main feeder or the kth 
lateral(k = l , - - - ,m) .  
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We denote z = ( z ~ ~ , - - - , z ~ ~ , z ~ ~ )  , where zoo =(Po,o,Qo,o)T, 

Zok = (PO,k ,  Qo,k ) T ,  k = I,... ,m . Then (6.7) and (6.8) will be 

synthesized into the following formulation 

T T T T  

F ( z )  = 0 (6.9) 

By the chain rule, the Jacobian matrix of (6.9) will have the following 
form: 

J =  

J I I  J12 J l m  J I O  

J Z I  J ~ z  J 2 m  J Z O  

Jmi J m 2  * * '  Jmm Jmo 

J O I  J O Z  ... Jom J O O  

(6.10) 

Then the load flow solution is obtained by iterating the equation 

J h ( k  + 1) = -F(z(k) )  (6.1 1) 

where h ( k  + 1) is the correction of the state variables in the (k+l) th 
iteration, and F(z (k ) )  is the residual vector of the injection power. Except 

for the last row, all non-diagonal blocks of matrix J are of the form 
r 7 

& &  
J . .  = 1 I , where E is a very small positive number, e.g., 0 < E < 1. 
'I € &  

However, on the last row of matrix J ,  J ,  = 1; ;I. Hence, matrix 

J can be rewritten as 
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(6.12) 

Then the load flow problem can be resolved be iterating the equation 

- 
J h ( k  + 1) = -F(z (k ) )  (6.13) 

When the distribution system is operated in a normal state, the 
system's Jacobian matrix J is nonsingular and there would be a solution 
for (6.11). This Jacobian matrix has nothing to do with network 
parameters of the distribution system, and thus this load flow method 
should have a strong numerical stability. This load flow solution method 

has shown a very good convergence property [108]. In practice, J is 
assumed to be constant and this significantly simplifies the load flow 
computation. 

- 

6.3 PARALLEL LOAD FLOW COMPUTATION 

Based on the load flow model discussed in the section above, parallel 
computation techniques can be employed for a fast load flow solution. 
The first step for this parallelization is to divide the coefficient matrix of 
(6.1 1). If we denote M(k)  = (M,(k) , . . . ,M,(k) ,M,(k))  and 

F ( Z ( k ) )  = ( F , ( Z ( k ) )  ; - a ,  F , ( Z ( k ) ) ,  Fo(Z(k ) ) )  . Then we obtain the 
iteration equation for the parallel computation: 

- JiiAZi ( k  + 1) = Fj ( Z ( k ) )  , i = l,..., rn (6.14) 

The load flow computations of the laterals and the main feeder are given 
by (6.14) and (6.19, respectively. We suppose there are (rn + 1) 
processors to solve the parallel load flow equation; each of the m 
processors will compute the load flow of a lateral except one processor 
which will process the load flow computation for the main feeder. In cases 
where the number of processors is less than (rn + l), we assume that some 
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of the processors will take more than one laterals. Nevertheless, we 
assume that one of the processors will be responsible for the computation 
of the main feeder, because there is no waiting for the data exchange 
between different zones except for the main feeder. 

6.4 DISTRIBUTED COMPUTATION OF LOAD FLOW 

6.4.1 System Division 

Suppose that a distribution system, which is partitioned into N zones, 
satisfies the following requirements: 

The main feeder is taken as one separate zone. This is because the 
main feeder is most important, and a fault occurring on the main 
feeder may affect a much larger distribution area than that on a lateral 
branch. 

One or a number of geographically adjacent laterals are grouped to 
form a zone. This grouping usually complies with the existing control 
zones in the distribution system. 

The performances of computers available in the system for distributed 
computation are the same. The load balance can then be obtained by 
partitioning the distribution system into zones with almost the same 
number of buses. 

6.4.2 Synchronous Distributed Algorithm 

Denote z = ( z ,  , - - - , z N ) ,  F = (F,,..-,F,). The synchronous distributed 
load flow algorithm is then formulated as 

- Jii ( z ( k  + l))Azi = &. ( z ( k ) )  i = 1, ... , N - 1, N I m + 1 (6.16) 

(6.17) 

Equations (6.16) and (6.17) appear to be almost the same as (6.14) and 
(6.15), i.e., the latent difference. For parallel computation, we divide the 
load flow equations according to the architecture of the parallel machine 
while for distributed computation, we design distributed algorithms with 
respect to the existing system partitions. Particularly when N = m + 1, 
except for the computer that computes the main feeder, each remaining 
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computer computes one lateral. In the synchronous distributed load flow 
algorithm, the boundary state variables are communicated among 
processors at every iteration. 

6.4.3 Asynchronous Distributed Computation 

We denote z ' ( t )  = ( z , ( ~ t ( t ) ) , . . . , z ~ ( z ~ ( t ) ) )  where zj (z; . ( t ) )  represents 

the component zi at time t which is sent from processorj to computer i. 
When the possible communication delay is taken into account, the 
asynchronous distributed algorithm of (6.13) is formulated as 

- J j j  (z '( t))Azi(t  + 1) = ~ 4 .  ( z ' ( t ) )  i = I,..., N - 1, N 5 rn + 1 (6.18) 

m 

- Joo ( z O  (t)>Azo (t + 1) = YFO (zO ( t ) )  + c J O j A q  (zp ( t ) )  (6.19) 
i=l 

where y is a relaxation factor. Asynchronization could be caused by a 
number of factors. These include 

1) different sizes of zones, which usually results in load imbalances 

2) heterogeneous computers with different performances 

3) different communication media among computers. 

among computers 

The asynchronous load flow algorithm proposed above can be used 
especially when communication delays among computers of a distributed 
system are hard to predict. To improve the convergence performance of 
asynchronous computation, a relaxation factor y is introduced into (6.18) 
and (6.19). 

6.4.3.1 Totally asynchronous algorithm. If the communication delays in 
(6.18) and (6.19) satisfy the totally asynchronous computation assumption 
as defined in Chapter 5 ,  (6.18) and (6.19) are then referred to as the totally 
asynchronous load flow algorithm for distribution systems. 

6.4.3.2 Partially asynchronous algorithm. If the communication delays 
in (6.18) and (6.19) satisfy the partially asynchronous assumption, defined 
in Chapter 5 ,  (6.18) and (6.19) are then referred to as the partially 
asynchronous load flow algorithm for distribution systems. 
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6.5 CONVERGENCE ANALYSIS 

As we saw in the last chapter, if the Jacobian matrix of the load flow 
equation is diagonally dominant, distributed asynchronous load flow 
algorithms will converge when the relaxation factor y is small enough. In 

(6.10) and (6.12), matrices J and J are apparently diagonally dominant, 
and A J ,  >> A J k i  , vi f k ; therefore, distributed asynchronous load 
flow algorithms for distribution systems will converge when the relaxation 
factor y is small enough. 

,., 

6.6 DISTRIBUTION NETWORKS WITH COUPLING 
LOOPS 

Earlier, we assumed that the current on the tie line of two laterals is 
negligible. In case the current cannot be neglected as loops are formed in 
the distribution networks. So the load flow algorithms proposed above 
should be modified for this application. 

The cases where the tie line current must be taken into account 
fall into the following two categories: 

a) The power for the boundary load is supplied by one network, 
indicating that the power from the other network to the boundary load 
is zero. In this case, we can hypothetically shift the tie line to the new 
position and the previously proposed load flow algorithms can be 
applied. 

b) The power for the boundary load is supplied by the two feeders in the 
two adjacent networks, as illustrated in Figure 6.4. 

Figure 6.4 Intensely Coupled Distribution Systems 
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Suppose that the power flow on tie line k - 1 is Ptie +jQli , .  Then 
boundary conditions for the proposed load flow algorithms are modified 
as follows: 

For distribution network A ,  

Pjk =-& 
Q .  = - Q .  tie 

Jk 

For distribution network B, 

(6.20) 

(6.2 1) 

(6.22) 

(6.23) 

The proposed distributed load flow algorithms are used 
accordingly for the load flow problem of distrbution systems with 
different boundary conditions. 

6.7 LOAD FLOW MODEL WITH DISTRIBUTED 
GENERATION 

When there is distributed generation in the distributed system, the load 
flow model proposed in Section 6.4 cannot be used any more. We have to 
use the traditional Newton-Raphson method to solve the load flow 
problem of the distribution system with distributed generation [Hat93, 
NakOI]. Furthermore, the P-Q fast decoupled technique cannot be used 
due to the high ratio of rlx in distribution systems, and the Jacobian matrix 
of load flow equation would have to be updated at every iteration, which 
is time consuming. Fortunately, however, parallel and distributed 
processing can help speed up the entire computation process. 

Similarly, we choose the bus voltage magnitude and phase angle as 
state variables of the distribution system. Then the mathematical model of 
the load flow for the distribution system with distributed generation will 
be formulated as 

- J(x(k))hx(k + 1) = A s ( x ( k ) )  (6.24) 

Suppose that the original distribution system is divided into N 
zones, each with one or more laterals. Also suppose that the main feeder 
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forms the Nth zone. If Xk (k  = I ,  ...,N) is the state vector of the kth zone, 
(6.24) can be rewritten more specifically in the format 

where Jk,k is the Jacobian matrix of zone k, k = l,..,N, Jk,N is the Jacobian 
matrix of zone k with respect to zone M, JN,,,k is the Jacobian matrix of 
zone N with respect to zone k, k = 1 ,..,N. 

Equation (6.25) is similar to the load flow model for the 
transmission system discussed in Chapter 5 .  However, since the P-Q fast 
decoupled technique cannot be used here, for every pair of bus injection 
4 , Qi , the Jacobian matrix is calculated by 

(6.26) 

The non-diagonal elements of the Jacobian matrix cannot be omitted for 
parallel and distributed computation load flow algorithms of distribution 
systems with distributed generation. This is because the rlx ratio of 
distribution systems is high. In other words, if we simply decompose 
(6.25) similar to that of parallel and distributed load flow algorithms for 
transmission system, we obtain the following formulation: 

- J i i (x (k )Ax i (k+ l )=  @ S i ( x ( k ) )  i= l ; . - ,N- l ,  for laterals (6.27) 

(6.28) - JN,NAxN (k  + 1 )  = yhsN (x(k) )  , for the main feeder 

where N - 1 is the number of zones for laterals. 

Because the non-diagonal elements of the Jacobian matrix in 
(6.26) are not negligible, the parallel and distributed algorithm described 
in (6.27) and (6.28) will have a convergence problem. Even if we take the 
boundary information into account for the main feeder formulation and 
use 
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J N , ~  ( X ) ~ I  + ... + JN, i (x )h j  + ... + JN,N ( x ) ~ N  = ASN ( x )  (6.29) 

instead of (6.28), the load flow algorithm will have a convergence 
problem because each boundary bus will delete four elements from the 
Jacobian matrix as shown in (6.26). For instance, if there are nb boundary 
buses in the distribution system, a total of 4*nb elements are to be deleted 
from the Jacobian matrix to form the preceding parallel and distributed 
load flow algorithm, which could adversely affect the convergence 
property of the load flow algorithm. 

Therefore, the non-diagonal submatrices of the Jacobian matrix 
must be taken into consideration for the parallel and distributed load flow 
algorithm of the distribution system with distributed generation. To 
implement this, (6.25) is decomposed into (6.30) and (6.3 1): 

Jj,;Axi + J;,NAx, = --As; i = 1,-.., N - 1 ,  for laterals (6.30) 

JN, ,h l  + ... + J N , , h ,  + ... + J N , N h N  = -AsN,  for main feeder (6.31) 

From (6.30), we have 

Axi = J i ;  {- Asi - Ji,Nh,],  i = 1 ,..., N - 1 

We define 

J~ = J ~ , ;  J,;; J;,N 

si = J~,,J,;:s, 

By substituting A-ck into (6.3 1) we have 

(6.32) 

(6.33) 

(6.34) 

(6.35) 

The parallel and distributed load flow for the distribution system 
with distributed generation will solve (6.35) and (6.32) alternatively. 
Suppose that the processor for the computation of the main feeder acts as 
the coordinator, then the parallel and distributed load flow algorithm is 
hrther described as follows. Take a flat start, i.e., xi = xi(0), i = 1, ..., N. 
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i) 

i i) 

iii) 

iv) 

v) 

Processor i (i = 1, ... , N-I)  calculates J;.,i, J~,N, J,f’, and ASi 
concurrently, as processor N calculates JN,N, JN,i, and ASi at the 
same time, 

For J N . ~  = J; ,N,  processor i (i = 1, ..., N-1) calculates JN,.Ji,;’Ji,N and 
JN,,J,,f’ASi concurrently and transmits the communication results to 
processor M, 

Processor N solves AxN according to (6.35) and then transmits the 
result to processor i (i = 1, ..., N-I); 

Processor i (i = 1, ..., N-I)  solves Ax; according to (6.32); 

Check whether the convergence condition is satisfied. If not, then 
processors modify state variables and go back to step ii); if yes, then 
they stop the computation. 

The algorithm above is easy to implement either on parallel machines or a 
computer network. 

Now we consider the communication delays among processors. 

Denote x i ( t ) = ( x 1 ( ~ f ( t ) ) , - - - , x N  ( zb ( t ) ) ) ,  and letxj(i)(t)) represent the 

component xi at time t sent by processor j to processor i. The 

asynchronous distributed algorithm of (6.32) and (6.35) is formulated as 

h i  (t  + 1) = ~ J L :  ( x i  (t))t hi (xi ( t ) )  - J i ,N ( x i  ( t ) ) h N  (T; (t))k 

i = 1, ..., N - 1 (6.36) 

(6.37) 

where 

Si ( t )  = JN ( x i  (t))JiT: ( x i  (t))Si ( x i  ( t ) )  (6.39) 

By choosing h N ( 0 )  as the initial value, we set up (6.36) and 
(6.37) to be computed in a totally distributed manner. If the 
communication delays in (6.36) and (6.37) satisfy the totally 
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asynchronous assumption defined in Chapter 5, (6.36) and (6.37) are 
referred to as the totally asynchronous load flow algorithm for distribution 
system with distributed generation. If the communication delays in (6.36) 
and (6.37) satisfy the partially asynchronous assumption defined in 
Chapter 5 ,  (6.36) and (6.37) are referred to as the partially asynchronous 
load flow algorithm for distribution system with distributed generation. 

6.8 JOINT LOAD FLOW COMPUTATION OF 
TRANSMISSION AND DISTRIBUTION SYSTEMS 

6.8.1 Problem Description 

The load flow computation of the transmission system and the distribution 
system are performed separately because of the large differences in their 
network topologies and parameter values. However, because the two 
systems are physically interconnected and have to be solved concurrently 
for an accurate load flow solution, there could be some errors especially in 
the computation of power mismatches at the boundary buses of the two 
systems. 

Boundary Bus 

Figure 6.5 Joint Transmission and Distribution Networks 

As shown in Figure 6.5, the power flow at the boundary bus of the 
transmission and distribution systems is represented as a load for the load 
flow computation of the transmission system. However, the power 
injected from the transmission system to the distribution network is taken 
as state variables in the load flow computation of the distribution network. 

If the difference between the two load flow solution is substantial, 
the corresponding flows may introduce adverse effects on the monitoring 
and control of the entire power system. 
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A joint load flow computation may help prevent this phenomenon 
as it can provide the IS0 and DNO with a more accurate picture for the 
operation of their respective systems. In this regard distributed processing 
techniques provide the possibility for the joint load flow computation of 
power systems. 

6.8.2 Joint Computation Based on Distributed Processing 

For the implementation of distributed computation, we allow a 
distribution system to be a zonal power system, and choose bus voltage 
magnitudes and phase angles as state variables of distribution and 
transmission systems. Accordingly, the joint load flow can be realized 
quite similar to the distributed load flow for the transmission system 
discussed in Chapter 5. Figure 6.6 depicts this method. 

This joint distributed load flow method can be implemented in 
either synchronous or asynchronous manner, as will be determined in the 
algorithm design process according to the specific characteristics of data 
communication networks. The only problem here is that the P-Q fast- 
decoupled load flow method cannot be applied to the distribution system, 
so the joint distributed load flow can only be implemented using the 
conventional Newton-Raphson method. 

Theoretically, the load flow for the transmission system can use 
the P-Q fast-decoupled method and the load flow for distribution systems 
can also use the Newton-Raphson method in the joint load flow 
computation. However, the distributed computation may encounter a 
convergence problem because of the difference in convergence rates of 
the two computation methods. 

6.8.3 Joint Computation Based on Separate Computations 

We suppose that the load flow computation for transmission and 
distribution systems is performed separately. For simplicity, we first take 
a look at the case where the system has only one transmission and one 
distribution systems. We assume that in the transmission system and the 
distribution system the boundary conditions for their individual load flow 
computations are known. The transmission system takes the injection 
power Pd, and Q4 at the substation bus as part of the input data for its load 
flow computation, and the load flow computation result presents the 
voltage magnitude V ,  of the substation bus. Let us suppose that V,  is 
presented as part of the input data for the load flow computation of the 
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distribution system and that the flow computation will result in the new 
values of Pdj and Qd,. 

load flow for distribution 

I Boundary variables exchange through 
telecommunication I 

L Convergence? 

STOP 

-d k=k+l 
No 

Convergence? k=k+ 1 k=k+l I 

Yes  

STOP 

L+ 
Figure 6.6 Distributed Joint Load Flow Computation 

By assuming that 7';') is known, we let the distribution system 

perform the load flow computation and provide the boundary load pdj(new) 

and Q4 (new) after the load flow is completed. After taking Pdj  and Q4 as the 
boundary power injection, the transmission system performs its load flow 
computation and provides a new value for V;"""). If I VJnew) - V j  (0) I <E, 

then the boundary conditions satisfy both systems, and the joint load flow 
converges; otherwise, the joint load flow will need more iterations. This 
joint load flow computation scheme is depicted in Figure 6.7. 
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Perform distributed load flow computation 
for the distribution system 
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Q@)= ?(new) 

Q4 = Q4(new) 

p - p4(new) 4- 

Initialize the boundary condition P4 and 
Q4 for the transmission system 

for the transmission system 

stop 

Figure 6.7 Joint Load Flow Computation Based on Separate Computations 

If there are distributed generating units in the distribution system, 
the distribution system will take the substation bus as the slack bus. Say 

that its voltage magnitude is Vj0' , and so its load flow generates PG and 

QG. Then, the transmission system takes Pd, and QG as part of its input 
data for the load flow computation, which will generate for the 

substation bus. This value of F'inew' will be used for the next iteration of 

the load flow computation of the distribution system. When 
I 6, (new) (k + 1) - 6."'"'(k) I <E, the convergence condition for the joint load 

flow computation is satisfied and the joint load flow computation is 
complete. 
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The joint load flow computation method proposed above can be 
easily be extended to the case where the system has more than one 
distribution system, as shown in Figure 6.8. In this circumstance the load 
flow computation for each distribution system will be performed 
separately in a distributed manner. The load flow for the entire system can 
be computed using either of the methods discussed above. 

When the separate computation method is used for the joint load 
flow computation of the system with more than one distribution system, 
the scalar boundary variables used before should be substituted for a state 
variable vector. 

Distribution System Distribution System 

Transmission System 

Figure 6.8 Joint Load Flow with Multiple Distribution Systems 

In the joint load flow computation, the boundary information is 
exchanged only after the convergence of the load flow computation in 
transmission and distribution systems. This is because different load flow 
solution methods are used for transmission and distribution systems. The 
co-existence of multiple load flow methods is the main advantage of 
distributed processing. 

6.9 CASE STUDIES 

6.9.1 The Test System 

We illustrate the distributed load flow for distribution systems with 
distributed generation. As shown in Figure 6.9, a distribution system can 
be created by adding five distributed generation units to the IEEE 37-bus 
distribution system. This test system is divided into three zones, and we 
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suppose there is a local area control center (LACC) in each zone that 
monitors and controls the corresponding area. 

The three LACCs shown in Figure 6.10 consist of distributed 
systems. To keep the computation load of each LACC as balanced as 
possible, each zone will approximately have the same number of buses. 
The distributed load flow for this distribution system is performed on a 
COW composed of three workstations, which stand for the three LACCs. 

......... 

................................................. .. .............. 
...... ............................................................................. .,.. 

........................... 

....... ................................... 

71 1 741 i 738 737 

Figure 6.9 Distribution System with Distributed Generation 
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701 

702 

702 

702 

CHAPTER 6 

702 0.000200 0.000136 1.0 710 736 0.000267 0.000181 1.0 

705 0.000083 0.000057 1.0 711 741 0.000083 0.000057 1.0 

713 0.000075 0.000051 1.0 711 740 0.000042 0.000028 1.0 

703 0.000275 0.000187 1.0 713 704 0.000108 0.000074 1.0 

The network parameters, bus loads, and distributed generation injections, 
and the corresponding changes of the bus loads after the system is 
modified are listed in Table 6.1 through 6.4, respectively. 

703 

703 

704 

LACC 3 

727 0.000050 0.000034 1.0 714 718 0.000108 0.000074 1.0 

730 0.000125 0.000085 1.0 720 707 0.000192 0.000013 1.0 

714 0.000017 0.000011 1.0 720 706 0.000125 0.000085 1.0 

Figure 6.10 Distributed Computing System 

704 

705 

Table 6.1 Line Parameters of Example Distribution System 

720 0.000167 0.000113 1.0 727 744 0.000058 0.000004 1.0 

742 0.000067 0.000045 1.0 730 709 0.000042 0.000028 1.0 

705 

706 

712 0.000050 0.000034 1.0 733 734 0.000117 0.000079 1.0 

725 0.000058 0.000040 1.0 734 737 0.000133 0.000091 1.0 

I707 I 724 I 0.000158 I 0.000108 I 1.0 I 734 I 710 I0.000108 10.000074 I 1.0 
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DG Bus 

DG 1 735 
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P Q 
0.4 0.2 

Table 6.2 Bus Injection Power 

P I  Q I  Bus I P 

DG3 

DG4 

DG5 

720 0.35 0.17 

724 0.6 0.3 

729 0.8 0.4 

I Bus Q I  
I 735 0.0 I 
I 710 0.0 I 0.0 I 724 I -0.42 -0.21 I 

I I 

0.42 

-0.7 

-0.42 

-1.4 

I 738 -1.26 I -0.62 I 709 I 0.0 0.0 I p 
732 

0.0 0.0 I 730 I -0.85 

-0.21 4 -0.21 

-0.85 -0.4 1 :7: 1 0.0 

-0.21 -0.42 

-0.4 -0.42 

-0.42 

-0.85 

-0.42 -0.21 I 729 I -0.42 -0.21 I 
I 708 0 I 0 I 728 I -1.26 -0.63 I 

I I I +-p--p+ 
-0.18 742 -0.93 

-0.85 

0.0 

-0.38 -0.44 

-3.15 

-0.2 1 

-0.85 -0.4 I 712 I -0.85 

-0.85 -0; I 79; I -6.3 

-0.42 0.0 

I I I DG2 I 738 I 0.8 I 0.4 I 
I I 

Table 6.4 Load Increments 

I I I 728 I 0.38 I 0.19 I 
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6.9.2 Simulation Results 

The traditional distribution load flow method cannot be used here 
because there is distributed generation in this distribution system. We use 
the parallel and distributed load flow algorithms proposed in Section 6.7 
because these are more general load flow algorithms and can be used for 
distribution systems with distributed generation. 

First, we test the parallel and synchronous distributed load flow 
algorithm described by (6.27) and (6.28). When it was implemented on 
COW, this algorithm converged to a wrong solution, even when y was as 
small as 0.01. This outcome verifies the conclusion that there is a 
convergence problem if the non-diagonal elements of the system Jacobian 
matrix are omitted in the load flow computation, as discussed in Section 
6.7. The corresponding asynchronous algorithms including partially and 
totally asynchronous algorithms will not converge to the right solution 
either. These simulation results have shown that we cannot build the 
parallel and distributed load flow algorithm for the distribution system 
similar to that of the transmission system in Chapter 5. 

Now let us take bus 799 as the slack bus with its voltage 
magnitude set at 1.0 and phase angel at 0.0. When the parallel and 
synchronous distributed load flow algorithm described by (6.32) and 
(6.35) is applied, the load flow algorithm converges in two iterations, as 
shown in Table 6.5, which is exactly the same as that of the serial 
algorithm. When y is around 1 .O, the parallel and synchronous distributed 
load flow algorithm described by (6.32) and (6.35) will converge in two 
iterations. 

Figure 6.11 depicts the errors in parallel and synchronous 
distributed load flow computation as a function of relaxation factor y as 
compared with the serial load flow solution, where series one is for the 
voltage magnitude and series two is for the phase angle. We see from 
Figure 6.11 that the computation errors are sensitive to the value of y, 
especially the phase angles. This shows that the convergence of the load 
flow computation is sensitive to the increments of state variables. This 
phenomenon can be explained by the high rlx ratio that results in power 
injections becoming more sensitive to network parameters. 
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Table 6.5 Load Flow Solution 

720 

706 I 0.983069 I -0.1409 I 725 

V I O I  

0.98272 I -0.14367 I 

~ 0.12 
2 0.1 
$ 

0.08 
0.06 
0.04 
0.02 

0 
0 0.5 1 1.5 

gamma 

+ Series1 

+ Series2 

Figure 6.1 1 Errors in Parallel and Synchronous Distribute Load Flow Computation 
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For the three workstations to start the distributed load flow 
computation described by (6.32) and (6.35) simultaneously, we assign an 
initial value forAx,(O) to all computers. For this test system, N = 3, a 

simple way is to choose Ax3(0) = 0.0. However, the simulation results 

show that it may not work as expected because Ax3(0) will be very close 
to its final solution rather than at 0.0 as that the algorithm would converge 
in two iterations. It is also very difficult to estimate an initial value for 
Ax3 (0) . Therefore, the asynchronous load flow algorithms described by 
(6.36) and (6.37) do not easily converge even if y takes a value as small as 
0.01. 

Our simulation results have shown that it is hard to implement 
asynchronous distributed load flow in distribution systems. Fortunately 
the communication links of the distributed monitoring and control system 
composed of LACCs in the distribution system are usually short. 
Therefore, the data communication among LACCs can easily be 
synchronized and parallel or synchronous distributed load flow 
computation implemented. 

On the other hand, since the Jacobian matrix of the load flow for 
distribution systems needs to be updated at every iteration, the serial load 
flow algorithm will need more time for calculating the new Jacobian 
matrix, especially where the distribution system is large. This way the 
parallel and synchronous distributed computation can give a better 
performance. Moreover, the larger the distribution system, the better is the 
parallel and synchronous load flow computation performance. 



Chapter 7 

Parallel and Distributed State Estimation 

7.1 INTRODUCTION 

In the day to day operation and control of large-scale electric power 
systems, operators depend on an array of measured quantities, such as bus 
voltage magnitudes, line flows, and bus loads and injections, in order to 
monitor the present status of the network and to initiate control actions 
consistent with the system’s operational goals. In real-time monitoring and 
control of a power system, the SCADA system at the power system control 
center must scan the power system periodically and acquire hundreds and 
thousands of measurement data, which include active and reactive power 
measurements, voltage measurements, current measurements, and switches 
and breakers status. These data are mostly acquired by remote terminal 
units (RTUs), which are scattered throughout the entire power system, and 
then transmitted through long communication links to either the system 
control center or an area control center of the power system. 

Because the data acquisition process involves a number of complex 
procedures, these measured data inevitably contain errors which are usually 
caused by the following factors: 

0 

0 

0 A/D conversion errors 

Communication noise 

Metering errors including those caused by unbalanced phases 

Transducer errors including those caused by CT and PT transformation 

235 
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In addition, errors of measured data may be caused by the 
following factors: 

0 Accidental faults of metering instruments or communication systems 

0 Random disturbances in metering instruments or communication 
systems 

Simultaneous metering of certain measurement spots 

Measurements of a process in transition 

0 

Without any external filtering or means of detection, these 
erroneous measurements can at least modestly distort the operator's 
perception of what is occurring in the network. Consequently the operator 
may be misled into adopting a course of action that is suboptimal, at the 
very least, or even highly inappropriate for the current situation. In some 
extreme cases, for instance, control actions based on a number of 
measurements that are blatantly erroneous may seriously undermine the 
stability of the network. Mostly, however, the errors are modest and pose 
no catastrophic threat to the system's security. Nevertheless, true 
optimization of system security and economy is critically dependent upon 
the availability of optimally accurate information. Since it is usually 
impossible to determine by mere inspection whether or not, and to what 
extent, a particular measurement faithfully represents a monitored system 
quantity, there exists a strong motivation for general methods of extracting 
accurate information from raw measurement data. Since all measurements 
are theoretically correlated because power system elements are physically 
interconnected, an accurate state of the power system can be obtained by 
applying certain optimization criteria to the measured data. 

The goal of power system state estimation is to provide a reliable, 
accurate, and complete set of data for the real-time monitoring and control 
of power systems. By processing available measurements, together with the 
knowledge of the network topology and line model parameters, power 
system state estimation can obtain an accurate estimate of the state 
variables, which include bus voltages and phase angles. Given an accurate 
estimate of the complex bus voltages, exact knowledge of the network 
topology, and precise values for the line parameters, accurate values for all 
system quantities can then be computed via power flow equations and 
Kirchhoffs laws. 
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As shown in Figure 7.1, state estimation not only turns the “raw” 
measured data into “ripe and ready-to-use” data, but also detects and 
identifies bad data that might contaminate other data. A power system state 
estimator is a collection of computer programs that converts telemetered 
data into a reliable estimate of the system state and topology by accounting 
for small random metering and communication errors, bad data due to 
transients and telemetry failures, uncertainties in system parameter values, 
and errors in the network model due to faulty circuit breaker statuses. 
Specifically, a state estimator provides the following four basic functions 
for the real-time monitoring and control of a power system: 
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Eliminate measurement errors 

0 

Detect and identify bad measurements 
Estimate power system parameters such as line impedance 
Provide data for lines and buses that are not metered 

State estimation has become the very basic and most powerful tool 
for system operators to use in monitoring and controlling power systems. 
Thus, this has become the most basic and core function of an EMS at the 
power system control centers. The performance of the optimization and 
control of a modem power system relies heavily on the performance of the 
state estimator that the EMS utilizes. State estimation is mostly computed 
in a serial manner at system control centers, and thus there may be 
difficulty in meeting rigid time requirements for online power systems 
monitoring and control when a large amount of measured data must be 
processed within a limited time. 

Previously, there were two approaches to obtain a fast computation 
speed for state estimation. One was to employ a higher performance 
computer and the other was to purposely reduce the computational burden 
by simply limiting the observable region to a certain range of a power 
system. The former approach required a large investment on computing 
facilities, and the latter approach provided a limited amount of information 
to system operators. This is especially what occurs when system operators 
stretch out their analyses to encompass the entire power system. 

A distributed computer network is now capable of providing super 
computing as powerful as a high-performance parallel mainframe, and this 
represents recent developments in computer and telecommunication 
techniques. The computers at a system control center and its satellite 
control centers are mostly interconnected via dedicated telecommunication 
links with a powerful WAN. By utilizing distributed computing techniques, 
many complicated computation and control tasks can be performed on this 
WAN. Furthermore, computing system faults and shortcomings can be 
localized in WAN with a limited effect on the entire system, which has 
obviously enhanced the fault tolerance capability in the power system 
optimization and control. This feature can specifically be utilized in state 
estimation, voltage/VAR control, transmission congestion management, 
and so on. 

In this chapter, we discuss parallel and distributed techniques for 
state estimation. We cover the design of parallel state estimation, which 
will run on a parallel mainframe; then we design an asynchronous 
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distributed state estimation method by taking the unpredictability of 
communication delays into account. The .mathematical proofs and analyses 
for the convergence of asynchronous distributed state estimation 
algorithms are included. The proposed distributed state estimation 
algorithms will run on a distributed system that consists of computers at the 
IS0  and RTO sites, and their satellite control centers. 

7.2 OVERVIEW OF STATE ESTIMATION METHODS 

In all, an ideal state estimation method should exhibit an excellent 
performance in the following three ways: 

0 Numerical stability 
0 Computation efficiency 
0 Implementation complexity 

The applications of estimation theory to the monitoring and control of 
electrical power systems was first proposed by Schweppe and Wildes in 
1970 [Sch70]. After establishing the motivation for state estimation as an 
important tool in the control and operation of modern power systems, the 
authors formulated a state estimator based on the classical weighted least 
squares (WLS) estimation criterion. Uncertainties arising from 
measurement and modeling errors were also considered, and the essential 
logic behind error detection and identification was developed. This basic 
WLS state estimation method was referred to as the normal equation (NE) 
state estimation method (see equation 7.4). 

Larson and Tinney [Lar70a, Lar70bl expanded on the proposals of 
[Sch70] and addressed some of the practical aspects of applying the WLS 
estimator to actual power systems. A great deal of attention was focused on 
the measurement scheme, since the location, type, and the number of 
measurements are important considerations in any estimator 
implementation. Computational aspects of WLS estimation were treated in 
detail, and a strategy was proposed for partitioning the measurement set 
into a basic subset and a redundant subset, with subsequent sequential 
processing of the redundant measurements. 

It was demonstrated [Dop7Oa, Dop70bI that a measurement set 
consisting solely of real and reactive line flows involves a number of 
computational advantages and substantial enhancement of estimate 
robustness. In this proposed method, fictitious line element voltages are 
computed directly from measured line flows. Subsequently, a WLS 
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estimate of the complex bus voltages is obtained using the computed 
complex line element voltages as “measurements.’” Despite its sizable 
advantages, the main drawback of this method is the large, and possibly 
prohibitive, number of line flow measurements that are required. 

To account for the presence of bad data that severely degrades the 
standard WLS estimate, while circumventing the need for lengthy error 
analysis procedures, Merrill and Schweppe formulated an enhanced WLS 
estimator known as the bad data suppression (BDS) estimator [Mer71]. In 
BDS estimation the cost function is generally non-quadratic and it is 
reduced to the quadratic WLS cost function in the absence of gross errors. 
By successive re-weighting of large residual terms, the cost function 
becomes less sensitive to large errors, thereby allowing the estimator to 
provide a modest degree of bad data rejection. 

A survey of almost all aspects of WLS estimation in power 
systems is given in [Sch74]. Different approaches to solving the basic WLS 
problem on a real-time basis, modeling of structural, parametric, and 
measurement errors, and a rudimentary error analysis procedure are all 
discussed, in addition to dynamic models which account for factors ignored 
in the static estimation problem. 

It was quickly observed that the NE method, as applied to power 
systems, is particularly prone to the problem of ill-conditioned equations 
[Lar70a]. This becomes intolerable in the presence of round-off errors and 
associated limitations of finite-precision computation, especially when the 
system size is large or when the difference of measurements weights is 
large. The two-fold consequence is the degradation of estimation accuracy 
and near singularity of the information matrix, while the latter problem 
introduces sizable numerical difficulties into the estimation process. A 
procedure for eliminating the ill-conditioning problem of WLS estimation 
via successive applications of Householder orthogonal transformations, 
known as the Golub’s method, was proposed in [ C O S ~ ~ ] .  The proposed 
method incorporates only perfectly conditioned matrices while avoiding 
the explicit calculation of the information matrix. 

Motivated by the desire to avoid the destruction of information 
matrix sparsity, which is an unfavorable consequence of the method 
outlined in [ C O S ~ ~ ] ,  Gu and Clements presented an analysis of ill- 
conditioning for a decoupled WLS formulation and quantified the problem 
by using the Jacobian matrix’s condition number. This was shown to be 
proportional to the degree of ill-conditioning present in the composite 
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estimation equations [GuJ83]. By applying a series of transformations to 
the Jacobian matrix developed by Peters and Wilkinson, the condition 
number was improved (lowered). In [GUT831 the authors attributed ill- 
conditioning to the size of the estimation problem and claimed that this 
could be avoided by decomposing the global estimation task into a number 
of smaller subproblems. An important distinction is drawn between critical 
and non--critical measurements, and the measurement set is partitioned 
along these lines. The Jacobian sub-matrices are decomposed based on the 
network topology and measurement locations. Subsequently, if the critical 
measurements are related to only a subset of the states, it is possible to 
solve two separate estimation problems in lieu of the global problem. 

To overcome the ill-conditioning problem of the NE state 
estimation method, in the last three decades researchers have proposed the 
following state estimation methods: 

0 

0 Hybrid method (HM)[GuJ83] 

0 

0 

Orthogonal transformation (OT) method [Sim8 11 

Normal equation with constraints (NE/C) method [Ax771 

Hachtel augmented matrix (HACHTEL) method [Gje85] 

These state estimation methods have different computational performances, 
although they all make use of the maximum likelihood and weighted least 
square principles. They were designed with two ideas in mind. One was to 
avoid the calculation of the gain matrix, and the other was to take the 
virtual measurements as equality constraints to eliminate the adverse 
impact of the difference in measurement weights on the accuracy of state 
estimation. Virtual measurements are zero measurements at buses where 
there is neither injection nor load. The weight of a virtual measurement 
would tend toward infinity since there are no errors in virtual 
measurements. 

In the OT method, the least square equation is solved through 
orthogonal transformation, and the gain matrix does not appear. In the HM 
method, the gain matrix is replaced by the product of the transpose matrix 
of the orthogonal matrix and the orthogonal matrix, and the gain matrix is 
not used in the iteration. In the NE/C method, virtual measurements are 
transferred into equality constraints rather than generic measurements. 
Thus the weight differences between measurements are reduced, but the 
gain matrix appears in the iteration. In the HACHTEL method, not only 
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virtual measurements are taken as equality constraints, but also the 
incremental residual is taken as an equality constraint and augmented in the 
coefficient matrix of the iteration equation. There is no gain matrix in this 
method which seems to satisfy the objectives of new state estimation 
techniques. However, the dimension of the coefficient matrix is large, 
which means more computation time will be needed. 

In the five state estimation methods mentioned above, the NE 
method, especially when implemented with the fast P-Q decoupling 
technique, has high computational efficiency, although it sometimes gives 
rise to ill conditioning. The OT method has the highest numerical stability, 
but the orthogonal transformation needs much computation. Furthermore, it 
is hard to use the P-Q decoupling technique in the OT method. HM and 
HACHTEL methods are a reasonable compromise between the numerical 
stability and computation efficiency, and both methods have an acceptable 
implementation complexity, though implementation of the HACHTEL 
method is a bit more complicated. Some simulation results have shown that 
the HACHTEL method is more stable and efficient than HM [Ho188], in 
particular, for large-scale power systems. 

As in load flow computation, the utilization of the fast P-Q 
decoupling technique can improve the computational efficiency of state 
estimation to a great extent. However, with the fast P-Q decoupling 
technique, it is difficult to use the abundant ampere measurements for state 
estimation, since ampere measurements cannot be easily decoupled into 
two parts. In most circumstances, ampere measurements are only used as a 
kind of auxiliary information for the topology analysis of state estimation. 
The ampere measurements are used in the state estimation of distribution 
systems, where the fast P-Q decoupled method is not applied [Roy93]. The 
utilization of ampere measurements can not only improve the accuracy of 
state estimation but also enlarge the observable area especially when the 
measurements in the system are insufficient. 

In 1978, Irving, Owen, and Sterling introduced the first practical 
weighted least absolute value (WLAV) approach to power system state 
estimation [Irv78]. The estimation problem was formulated as a linear 
programming problem in which the objective was to minimize the sum of 
the residual module. The linear programming (LP) estimator was shown to 
possess the exceptional property of outright bad data rejection, apparently 
eliminating the need for expensive error analysis methods. It was stated 
that the superior robustness of the linear programming estimator stems 
from its zero-residual property. The LP estimator satisfies a subset of 
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measurement equations exactly, assigning zero residuals to these 
measurements, while freely rejecting the remaining measurements. As a 
consequence the LP estimator is insensitive to bad data (it was later 
discovered that this is true only in the absence of leveraged bad 
measurements). It was also shown that the filtering capability of the LP 
estimator is marginally inferior to that of WLS estimators. This property is 
due to the same zero-residual property that is responsible for the method’s 
excellent bad data rejection. 

A genera l id  WLAV estimator, functionally equivalent to the LP 
estimator but more efficient owing to its exploitation of the special 
structure of the power system measurement equations, was presented in 
[Kot82]. It was graphically shown that the outstanding robustness of 
WLAV estimation is attributed to its “interpolative” property, by which the 
most erroneous measurements are completely disregarded in arriving at an 
estimate of the system states. Further improvements in the computational 
efficiency of WLAV estimation were suggested in [Abugl], where the 
WLAV problem is again implemented as a linear programming problem. 
The Barrodale and Roberts algorithm is improved upon so that the sparsity 
and particular structure of the measurement equations is fully utilized. The 
proposed formulation also reduces the dimension of the basis matrix to be 
factorized and updated at the start of each Simplex iteration. 

To reduce the sizable computational burden of the basic LP 
estimator, Lo and Mahmoud developed a decoupled LP formulation 
[LoK86]. Along similar lines to the decoupled load flow, the original 
problem is decomposed into two smaller problems, one P-delta, the other 
Q-V, which are solved sequentially to obtain the final solution. 
Furthermore, the elements of the Jacobian matrix are evaluated only at the 
beginning of the first iteration and held constant for all subsequent 
iterations, a strategy which avoids the considerable computation required to 
update the elements at the start of each iteration. 

The Dantzig-Wolfe decomposition algorithm was used to devise a 
multi-area approach to LP power system state estimation [Kei91]. The 
global LP problem is decomposed into multiple subproblems, one for each 
designated network area, while the interactions between different areas are 
accounted for by the master problem. Each subproblem is solved 
independently before submitting its results to the master problem. The 
solution of the master problem, in turn, dictates modifications for the 
subproblem objective functions, and so forth. Parallel processing is 
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proposed as a practical means by which all subproblems may be executed 
concurrently, so that the execution time of the method is minimized. 

Abbasy and Shahidehpour considered the question of optimal 
measurement sets in mathematical programming state estimation and 
proposed a method by which the measurements corresponding to redundant 
constraints, which do not contribute to the resulting state estimate, are 
identified [Abb88]. The redundant constraints can thus be excluded without 
negatively affecting the estimation accuracy, leading to an appreciable 
savings in the computational effort required for the estimation problem. 
The proposed method can also be used to devise a measurement set which 
contains a minimal number of measurements and adequate redundancy for 
estimate accuracy. 

7.2.1 Applications of Parallel and Distributed Processing 

Since the late 1980s, with the advancement of computer science 
and network technology, the application of parallel and distributed 
processing to power systems has become a critical research area. Now, 
with the emerging ISO/RTOs which may have several interconnected 
control areas, distributed computing and control has becomes more 
preferable than completely centralized management. Certainly, the parallel 
and distributed computation of state estimation is one of the attractive 
research subjects in electricity restructuring. 

The main difficulty in applying parallel and distributed 
computation to state estimation lies in the decomposition of the system into 
subareas. Accordingly, parallel and distributed state estimation will be able 
to converge to the correct solution as its serial counterpart with a 
reasonable level of data communication among processors. By overlapping 
boundary buses, [EbrOO] proposed a distributed state estimation method 
and concluded that this new method is more flexible in system 
decomposition and has a smaller amount of inter-processor data 
communications compared with other distributed state estimation methods 
[Bri82, Cle72, Cut81, Cut83, Kob74, Lin92, ZabSO]. 

Unlike parallel processing where data communications among 
processors are presumed to be determined and communication delay is 
almost negligible, distributed computation needs to take the data 
communication delay into account. This is because in most distributed 
systems, data communication delays among computers are hard to predict. 
Based on the analysis of the Jacobian matrix of state estimation, [Wan94, 
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Wan961 proposed a distributed state estimation method that takes the 
unpredictable data communication delays among processors into account 
for state estimation; this method adopts the most flexible system 
decomposition and may become the most feasible method for practical 
applications of distributed state estimation. 

In most cases parallel processing would definitely expedite the 
solution process, but distributed processing may not guarantee a faster 
solution speed. The synchronization penalty could be very high in some 
distributed systems and under such circumstance the speed of distributed 
computation could be even slower than that of sequential processing. 
However, obtaining a fast solution speed is not the only purpose of 
distributed processing. For a large power system, distributed processing 
could bring more flexibility and reliability in monitoring and control. 
Moreover distributed processing could save on large investment in 
communication networks. 

7.3 COMPONENTS OF STATE ESTIMATION 
Although state estimation resembles a generalized load flow process, the 
implementation of state estimation is much more complex than that of the 
load flow computation. Before state estimation can be computed, some 
preliminary functions such as measurement filtering, network topology 
analysis, and observability analysis have to be performed, and the bad data 
detection and identification have to be processed to improve further the 
accuracy of the state estimation. 

A state estimation program would generally include the four 
components shown in Figure 7.2. A bad data filter could be added just 
behind the SCADA system to reject the bad data that are obviously out of 
bounds. It is easy to design such a filter based on some common logics and 
the given limits for relative measurements. The logic used in this filter 
should be very simple; for instance, the voltage measurement for a 110 kv 
bus cannot exceed 150 kv, or the power measurements at the two terminals 
of one line should have different signs. The functions of these four 
components are described as follows: 
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Network topology analysis 
I I 

I 

I I Pseudomeasurements I 

Observable islands analysis 
I I I 

I 

Bad data identification 

4 
stop 

Figure 7.2 Main Components of State Estimation 

Network topology analysis. This is used to determine the real-time 
network structure of the power system based on its acquired digital 
measurements. The network topology analysis is the basis of the real- 
time power system analysis and control. 

Observability analysis. This is used to determine whether the system 
is observable based on the usable analog measurements and the results 
of the network topology analysis. If the power system is not 
observable, the analysis will further determine where pseudo- 
measurements will need to be added to make the system observable. It 
will also determine the portions of the system which constitute 
observable islands. Only the observable parts of the system can be 
estimated. There are two kinds of observability analysis methods: the 
topological method and the numerical method. The topological method 
uses the information on the physical measurement distribution 
throughout the system, while the numerical method uses the 
information provided by the Jacobian matrix of state estimation. 
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State estimation computation. This is used to estimate the state of the 
power system according to the usable measurements. The state 
estimation computation encompasses the bad data detection and 
identification process shown in Figure 7.3. 

Form Jacobian matrix 

I Factorization of Jacobian matrix I 

Iteration computation 

Correct state variable 

No 

Bad data detection and identification + Any bad data? 

Output state estimation results 
to the CIM data base 

Figure 7.3 Flow Chart of State Estimation 

Bad data detection and identification. This is used to detect and 
identify bad data in the measurement set based on the analysis of 
measurement residuals. If any bad data are detected in the state 
estimation process, the algorithm proceeds to identify the bad data. The 
bad data can contaminate its adjacent measurements severely and thus 
cause more errors in state estimation. Hence bad data need to be 
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identified and removed before the final state estimation solution can be 
obtained. 

7.4 MATHEMATICAL MODEL FOR STATE 
ESTIMATION 

The NE method is the most fundamental state estimation method 
which is used to apply the principles of power system state estimation. The 
state estimation based on the NE method is widely implemented and used 
in many commercial EMS packages. In this chapter we use the NE state 
estimation method to illustrate how the distributed state estimation is 
designed and implemented; the same distributed processing technique can 
be applied to other state estimation methods. 

Suppose the measurement equation is given by 

z = h ( x ) + v  
where 

z = measurement vector (m dimension) 

x = state variable vector (2n - 2 dimension) 
v = measurement error vector (rn dimension) whose elements are random 
variables with Guassian distribution 
h = a relation function of the measurement z and the state variable x. 

The weighted least square state estimation would minimize the 
following objective function: 

J ( x )  = [ z  - h(x)IT W[Z - h(x)]  

where 

W = weight matrix (m x m) 

W = diag[l/o:, . . . , l/o', . . . , l/o:], and 0; is the covariance of the ith 

measurement error. 

The measurement residual vector is defined as 

h ( x )  = z - h(x)  (7.3) 
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Data for subarea 1 

Data for subarea 2 

Then, the least square state estimation computes the system state variables 
by iterating the following normal equation: 

G(x)Ax = H T  ( x ) W b ( x )  (7-4) 

where 

G(x) = gain matrix 

H = dh(x) / dx is the Jacobian matrix of h(x) 

Subarea 1 

Subarea 2 

7.5 PARALLEL STATE ESTIMATION 

~ 

b 

b Subarea N-1 

Subarea N 

ri 
Data for subarea N- 1 

Data for subarea N 

~ 

7.5.1 Data Partition 

Say that a parallel machine has N processors for parallel state estimation 
computation. The first step to implement parallel state estimation 
computation is to divide the measurement set into N smaller sets so that 
each processor can compute one subset in parallel. The second step is to 
minimize the communication overhead among these N parallel processors. 

Accordingly the system is divided into N subareas in which each 
processor is responsible for the state estimation computation of a certain 
subarea. To implement this step, the measurement data set acquired 
through SCADA is correspondingly divided into N sets. The mapping of 
the SCADA measurement data set into subareas is illustrated in Figure 7.4. 
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The parallel state estimation computation will be performed based 
on the partitioning of the measurement set. The proper partitioning of the 
measurement set and the power system facilitates the parallel computation 
and expedites the entire solution process by reducing the data 
communication among processors. 

7.5.1.1 Parallel Topology Analysis. The algorithm chooses an initial 
search point in each subarea, so that the N processors can perform a depth- 
first search in parallel. Accordingly each processor will form a sub-tree of 
the system topology based on its own subset of data. The results of the 
local topology analysis will be merged to form the network topology of the 
entire system by using the boundary status information. 

7.5.1.2 Parallel Observability Analysis. Each processor performs the 
observability analysis for its own subarea. Either the topology analysis 
method or the numerical analysis method can be employed for this 
purpose. The observability analysis for the entire system depends on the 
results of the observability analyses of subareas and the measurements on 
the boundary lines and buses. All boundary nodes of the system should be 
observable using boundary measurements, which include measurements on 
boundary buses and tie lines. 

7.5.1.3 Parallel State Estimation Computation. Each parallel processor 
calculates the Jacobian matrix for its own subarea. The calculation of 
Jacobian matrix elements is the same as that for the serial state estimation. 
Suppose that the ith subarea has ni measurements. Figure 7.5 shows the 
Jacobian matrix of the ith subarea that is quite similar to the subarea 
Jacobian matrix in the distributed load flow computation, 
Hi = ah(x)/dxi. 

(m+I)th column 
I I 

- I  
I I 1  
I---- 

I 

I I 
1 . .  I ... 1 ...A 

- 1  I 
I 1 

(m+n)th column 

Figure 7.5 Elements ofH, 
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Correspondingly, the gain matrix of the ith subarea is calculated as 

Then, each processor will iterate the following equation 

where x in (7.5) and (7.6) is the state variable vector for the entire system. 
However, for the state estimation computation of a specific subarea, only 
its internal state variable xi and its subarea boundary state variable, Xi,b will 
be needed. Hence (7.5) and (7.6) are rewritten as 

G j ( x i , ~ i , b )  = H i ' ( x i , ~ i , b ) ~ . H ( x j , ~ i , b )  i = l,.-.,N (7.7) 

Then each processor will iterate the following equation: 

At every iteration in the parallel computation, each processor has 
to wait for the boundary information Xj,b to be transmitted by the processors 
that are responsible for neighboring areas. If the computation task is not 
well balanced, a significant amount of time will be spent on waiting for 
data communication, which may result in a high synchronization penalty. 

7.5.1.4 Parallel Bad Data Detection and Identification. As we saw 
earlier, bad data detection and identification is an indispensable module of 
state estimation because there are measurement errors that can cause 
incorrect state estimation solutions. 

The bad data detection module checks if there are any bad data in 
the measurement set used for state estimation. This is a difficult process, 
and so far most detection methods have been based on traditional statistical 
theories. The most simple and effective approach is the hypothetical testing 
method, which checks the value of the state estimation objective function 
J(x). If the value of J(x) exceeds a certain limit, then theoretically there are 
some bad data in the measurement set, and further identification must 
proceed. Otherwise, it is supposed that there are no bad data in the 
measurement set and the state estimation results are credible. 
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Since the measurement residual is a vector, an efficient way to the 
residual calculation is for each subarea processor to compute its own sub- 
vector of the residual. To see this, let us divide the power system into N 
subareas. Then, the objective function of state estimation can be calculated 
in parallel as follows: 

J i ( x ) = [ z i  -hi(x)lTFy[Zi 4 Z i ( X ) ] ,  i = l , - . * , N  (7-9) 

(7.10) 
i=l 

Say that the processor k acts as the coordinator for parallel 
computation, meaning that it collects and summarizes all subarea residuals 
and determines whether there are any bad data in the measurement set. Bad 
data identification will find the suspected bad data after the bad data 
detection shows that some bad data exist in the measurement set. 

There are several other methods for bad data identification. In 
particular, the normalized residual method has received wide application. 
The principle of the normalized residual method is rather simple. After the 
computation of the residual vector for all measurements that are utilized in 
state estimation, the measurement which has the largest absolute residual is 
taken as the prime suspect for bad data. The normalized residual can be 
computed in parallel as follows: 

Az; = zi - h i ( x ) ,  i = l,...,N (7.1 1) 

The processor k, which is the coordinator for parallel computation, will 
collect Azi , i = 1, - - - , N , to form the system residual 

Az= (7.12) 

Az can be further normalized as 
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Az, I d  

(7.13) 

where d = ,/(Az,)’ + O D . +  ( A z N ) 2  . 

The bad data can then be identified one by one according to this 
normalized residual. To expedite the bad data identification process, at one 
time b, measurements, which have the b, largest absolute residuals, are 
taken as the primary bad data suspects. 

This simple method can be used for theoretical analyses and 
engineering applications, although it has difficulties in processing 
correlated bad data. The identified bad data must be purged out or be 
corrected in time according to certain criteria for the next round of 
iterations in order to prevent the bad data from contaminating credible data 
and influencing state estimation results. 

7.6 DISTRIBUTED STATE ESTIMATION 

Unlike its parallel state estimation where the power system is virtually 
divided into N subareas, the distributed state estimation will actually divide 
the power system into several subareas. In other words, distributed state 
estimation is based on the existing distributed system, which is composed 
of ISO/RTO computers and satellite control centers. 

The control centers signify the physical partitioning of a power 
system into control aredsubareas. In this circumstance distributed 
computation would specifically be performed with a fixed number of 
computers. This is unlike the parallel computation in a parallel machine 
where the number of processors to be employed is conveniently adjusted to 
meet parallel algorithm requirements. 

Each subarea in Figure 7.6 has its own SCADA system, which 
collects real-time measurement data of its own subarea to be processed by 
its subarea control center (SACC). If SCC is an RTO, SACCs in Figure 7.6 
can be ISOs under this RTO. However, if SCC is an ISO, SACCs can be 
satellite control centers of this ISO. In such a distributed system, since the 
system partitioning is already set, each SACC will only perform distributed 
state estimation for its own subarea. 
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SCC: system control center 
SACC: subarea control center 
---: telecommunication links between control centers 

Figure 7.6 Power System Partition for Distributed State Estimation 

As in the parallel state estimation, distributed state estimation 
requires a coordinator in the distributed computation process that acts as 
the information collector. There are two possible ways to realize this 
requirement. One way is to let the SCC be the coordinator and not 
participate in the distributed computation. Such an SCC may exist in 
electric power systems, where the main function of SCC is to coordinate 
the behavior of its SACCs. The other way is that the SCC participates in 
distributed computation, which theoretically allows anyone of computers to 
be the coordinator. In any case, since there is actually not much 
coordination in the distributed state estimation, there is not much need to 
designate a particular computer to be the coordinator. However, since 
SACCs have a communication link to SCC, it is better to choose an SCC as 
the coordinator which is rather more concerned with computation than 
SACCs. 

7.6.1 Distributed Topology Analysis 

Since the data partitioning methodology for the distributed state estimation 
is exactly the same as that of the parallel state estimation, the topology 
analysis for the distributed state estimation is the same as that for the 
parallel state estimation. 
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Each SACC will first analyze the topology of its own subarea, and 
then the coordinator determines the topology for the entire system based on 
the status of tie line measurements. In some sense, the topology of the 
entire system may not be so necessary for a totally distributed computing 
system since each subarea is concerned with its local system. However, 
from the viewpoint of the ISO/RTO, the topological information for the 
entire system is most important for the real-time monitoring and control of 
the system. Figure 7.7 depicts the procedure for the topological analysis of 
two adjacent subareas. 

s..=p.. +‘ 
ij ij ~ Q i j  ‘‘i Zii 

,: Sji=Pji+j Qji 

1-1 j 
Iij Ij i 

Control area a !, Control area b 

Figure 7.7 Boundary Topology Analyses 

The operating status of a tie line is determined with the following 
criteria as described in Table 7.1. This determination procedure can be 
further enhanced by making use of ampere measurements when the status 
of switches at the two ends of a tie line contradicts each other. The same 
procedure is also used to make a crosscheck for the uncertain status of 
certain transmission lines. The ampere measurements used here may be 
replaced with active or reactive power measurements. 

Table 7.1 Determination of Tie Line Operation Status 

I Status of Tij I Measurements I 

Note: NZ stands for a non-zero value; an “OPEN’ status means the tie line is out of 
service, while “CLOSE ” means in service. 
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The SCADA at each SACC will scan its own subarea in a preset 
cyclic period, and the acquired status and analog data will be collected and 
stored in the real-time EMS database of SACC. 

7.6.2 Distributed Observability Analysis 

After each SACC has finished the topological analysis of its own subarea, 
it will proceed to analyze the observability of its subarea. There are two 
methods that are used for the observability analysis. One is the numerical 
analysis method, and the other is the topological analysis method. Either 
method possesses advantages and disadvantages. The numerical analysis 
method determines the system observability by investigating whether there 
are any zero elements in the diagonal positions when the information 
matrix of state estimation is factorized. This method is widely used in the 
centralized state estimation computation. In a distributed environment, it is 
more convenient to determine the observability using the topological 
analysis method, which investigates whether the valid measurements form 
a minimum spanning tree. 

The precondition for the distributed state estimation is that every 
subarea should be observable; specifically, the system will become 
unobservable if any subarea is unobservable. We should note that the 
reverse assertion does not always hold, meaning that a power system may 
not be observable if all subareas are observable. The reason for this 
phenomenon is that observable subareas are to be interconnected by 
observable boundary measurement deployments in order to make the entire 
system observable. If some boundary lines or buses are unobservable, the 
entire system can be separated into several isolated observable islands. In 
some special cases, even if the system is observable for a serial state 
estimation, the entire system may be unobservable for the distributed state 
estimation. 

Suppose that the subarea e in Figure 7.8 has a single tie line with 
its neighboring subareas and is connected to subarea m. If subareas e and m 
are observable, the entire system will be observable for the serial state 
estimation based on the measurement deployment shown in the figure. 
However, because there is no boundary measurement at b u s j  of subarea e, 
there is no Xe,b in (7.8). In this case subarea e cannot obtain the relevant 
boundary state variable information from its neighboring subarea m, and 
the distributed state estimation for the entire system will become 
unobservable, except that b u s j  is chosen as the reference bus for the entire 
system. 
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Figure 7.8 Unobservable Measurement Dispositions 

The example in Figure 7.8 shows that distributed state estimation 
poses more strict requirements for measurement dispositions at boundary 
buses and tie lines. The main reason for this is that there is only one 
reference bus in the entire system for distributed state estimation, and every 
subarea should refer to this reference bus. 

We are not concerned with this issue in the conventional serial 
state estimation because the observability analysis for the serial state 
estimation assumes implicitly that all buses refer to the same reference bus. 
However, for the parallel and distributed state estimation, we need to make 
sure that every subarea can obtain the reference information, either directly 
or indirectly. This is a critical condition for the observability of parallel and 
distributed state estimation. 

Theorem 7.1. Every subarea of a system is individually observable. If 
there are at least (N - 1) tie lines with valid measurements at both ends that 
interconnect the N subareas. The entire system will then be observable for 
the distributed state estimation. 

Proof. Measurements in each subarea form a minimum spanning tree 
because subareas are observable. Consider the N subareas as N nodes with 
(N - 1) lines which form a minimum spanning tree of the N nodes. When at 
least (N - 1) tie lines interconnect the subareas, there will be a minimum 
spanning tree for the entire system. Since each of the (N - 1) tie lines has 
valid measurements at both ends, each subarea can receive the information 
from at least one of its neighboring subareas and finally get the reference 
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information from the subarea where the reference bus resides. Therefore, 
the entire system becomes observable for the parallel and distributed state 
estimation. 

Theorem 7.1 is conservative as it offers the sufficient, but not the 
necessary, condition for calculating the observability of the parallel and 
distributed state estimation. This issue is illustrated in Figure 7.9. Suppose 
that the system reference bus is in subarea a and exposed measurements are 
all valid. Then, the entire system is observable for the parallel and 
distributed state estimation even if only one end of each of the three tie 
lines has valid measurements. This is because subareas b, c, and d can 
either directly or indirectly receive the reference information through the 
exchange of boundary variables. 

Figure 7.9 Observable System with Fewer Boundary Measurements 

The following theorem provides the sufficient and necessary 
condition for the observability of parallel and distributed state estimation. 

Theorem 7.2. Every subarea is observable if all subareas can either 
directly or indirectly receive the reference information through the 
exchange of boundary variable information. The entire system is then 
observable for the parallel and distributed state estimation. 

7.6.3 Computation of Distributed State Estimation 

7.6.3.1 Component Solution Method for State Estimation. Similar to 
the distributed load flow computation, distributed state estimation is also 
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based on the component solution method. Each SACC will collect 
measurements separately and compute the state estimation for the subarea 
that is under its jurisdiction. The difficulty with employing the component 
solution method lies in finding an effective way to partition the system's 
Jacobian matrix H into several Hi for each subarea. Here we adopt a 

procedure similar to that for the distributed load flow, which can be 
described as follows: First, as we calculate the elements of the subarea 
Jacobian matrix Hi all of the state variables of other subareas, including 

all the state variables of external boundary buses of the ith subarea, are 
taken as constants, so that all of the elements of Hi corresponding these 

state variables are equal to zero. Then, we use the real and reactive power 
measurements of the ith subarea including the measurements on the tie 
lines of the ith subarea to form the local Jacobian matrix Hi . 

Once the data communication delays between SACCs are taken 
into account, the component solution of the distributed state estimation is 
described by the following iterative equation: 

Gi(xi(t))Axi = Hir(xi(t))&i(xi(t)) i = l , . - - , N  (7.14) 

where x i  ( t )  = (x, (81 ( t ) ) ,  . . . , xN (& ( t ) )  . Compared with the component 
solution of parallel state estimation (7.6), we find that the only difference 
between the parallel state estimation and the distributed state estimation 
lies in the latter taking into account the unpredictable time delays of 
communications among SACCs. 

7.6.3.2 Synchronous Distributed State Estimation. If for any i andj ,  
there exists Z i j  ( t )  = t , then (7.14) represents the synchronous distributed 
state estimation. In the synchronous distributed state estimation 
computation, computers will be synchronized to the same proceeding step. 
Therefore, faster computing machines will have to wait for slower 
machines. In this solution process only the state variables of boundary 
buses are to be exchanged. The computer at each SACC will proceed to its 
next time of iteration immediately after it has received the boundary 
variable information from its neighboring SACCs. 

7.6.3.3 Asynchronous Distributed State Estimation. When the data 
communication delays z' j ( t )  among SACCs meet the partially 
asynchronous assumption, (7.14) is referred to as the partially 
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asynchronous distributed state estimation. Similarly, when the data 
communication delays 2' j ( t )  meet the totally asynchronous assumption, 
(7.14) is referred to as the totally asynchronous distributed state estimation. 

7.7 DISTRIBUTED BAD DATA DETECTION AND 
IDENTIFICATION 

Bad data detection and identification is processed after the distributed state 
estimation computation is completed. The procedure is similar to that of 
parallel state estimation; the only difference here is that the residual 
subvectors are sent to a designated computer rather than to a processor. The 
computer summarizes these subvectors and judges whether there are any 
bad data in the measurement set used for the distributed state estimation. 
Hence, for the bad data detection and identification of distributed stated 
estimation, we refer to the corresponding procedures for the parallel state 
estimation discussed in Section 7.4. 

7.8 CONVERGENCE ANALYSIS OF PARALLEL AND 
DISTRIBUTED STATE ESTIMATION 

In a broad sense, state estimation is a special kind of load flow. Hence, 
based on the convergence analysis of the distributed load flow given in 
Chapter 6, we assume that there is an iteration mapping function 

o, : Rn -+ R" , where p = (p, , * a ,  pN ), and n is the dimension of the 

iteration mapping function p .  Also, pi :R" + R"',  (i = l , . . * , N )  is the 

component iteration mapping function of distributed state estimation, and 
ni is the iteration mapping function pi . Say that the distributed state 

estimation is formulated as 

p(x) = x + HT(X)W(Z - h ( x ) )  (7.15) 

According to (7.14) we further formulate distributed state estimation as 

qi (x) = xi + GI:' (x)HF (x)W, hi (x) i = 1, ., N (7.16) 

In the following, by using a procedure similar to the distributed 
load flow, we analyze the convergence of distributed state estimation. First, 
we denote 
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g(x) = H (x)W(Z - h(x)) (7.17) 

So the weighted least square state estimation has the same form as that of 
load flow. According to the convergence condition of the distributed load 
flow, the partially asynchronous distributed state estimation will converge 
if v, is a nonexpansive mapping function. The totally asynchronous 
distributed state estimation will converge if the mapping function is a block 
maximum normal contraction mapping. Hence we have the following 
convergence theorem for distributed state estimation. 

Theorem 7.3. Convergence of Totally Asynchronous Distributed State 
Estimation If the distributed state estimation iteration mapping function q 
is a block maximum norm contraction mapping, the totally asynchronous 
distributed state estimation will converge to some fixed point of q . 

Since it is difficult to guarantee that the iteration mapping function v, is a 
block maximum normal contraction mapping, we offer the following 
theorem. 

Theorem 7.4. If the component iteration mapping function qi is a block 
maximum normal contraction mapping with regard to the local area state 
variablexi (i = l , - - - , N ) ,  the totally asynchronous distributed state 

estimation converges to a fixed point o fq  . 

The convergence theorem for the partially asynchronous distributes state 
estimation is given as follows. 

Theorem 7.5. (Convergence of the partially asynchronous distributed state 

estimation) The state estimation iteration mapping function v, : X -+ R" is 
non-expansive if the partially asynchronous assumption holds. Then the 
sequence { x ( t ) }  generated by a partially asynchronous state estimation 

converges to a fixed point x* E X* . 

Now let us change (7.15) into the form 

(7.18) 



262 CHAPTER 7 

In the following we analyze the convergence condition of (7.16). If we 
denote s(x) = G,:' (.)Hi? (x)y. (hi (x) - z , )  , as we ignore the second- 

order derivatives of the h(x) and H(x), we obtain 

ds(x) / dx, = G,:' (x)H,? ( x ) y H i  (x) = E (7.19) 

Hence, if we letD = ds(x)/dx,, then D is diagonal dominant. Suppose 

that the maximum value of the diagonal elements of D is k; then, according 
to the Proposition 5.6 in Chapter 5, we arrive at the following conclusion: 

Proposition 7.6. If D is diagonal dominant and y is within the range of (0, 
ilk), the totally asynchronous state estimation will converge to a fixed 
point of q ( x )  = 0. 

It is easier to analyze D = ds(x)/ax, for the case of P-Q fast decoupled 

state estimation, where matrices G and H are supposed to be constant. For a 
more general case, we set k = 1 + c, where 5 is a small positive factor; then, 
for a y in (0, 1/(1 + Q), the totally asynchronous fast P-Q decoupled state 

estimation will converge. The value of E, will depend on system 
characteristics. 

7.9 CASE STUDIES 
7.9.1 Test System 

Let us consider the IEEE 1 18-bus system with the same system partitioning 
as in Appendix Al .  The corresponding distributed system composed of 
three computers of the SACCs is depicted in Figure 7.10. Since there is no 
direct physical link between subareas 1 and 2, no information will be 
exchanged between EMS 1 and EMS2 for distributed state estimation. 
However, there is a possible communication link between EMS1 and 
EMS2 for certain operational purposes. The system partitioning results are 
given in Tables 5.1 through 5.4. The measurement sets of the subareas are 
listed in the Tables B. 1 to B.4 in Appendix B. 
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Link 

Figure 7.10 Distributed System for State Estimation 

7.9.2 Synchronous Distributed State Estimation 

The iteration number of the synchronous distributed state estimation versus 
y is shown in Figure 7.1 1. Here the parallel state estimation should have the 
same kind of convergence curve, though it may have a faster solution speed 
than that of the distributed state estimation. 

7.9.3 Partially Asynchronous Distributed State Estimation 

The iteration number of the partially asynchronous distributed state 
estimation versus the asynchronous measure M is illustrated in Figure 7.12, 
where we assume that y = 0.1. 

7.9.4 Totally Synchronous Distributed State Estimation 

As for the distributed load flow computation, the totally asynchronous 
distributed state estimation is realized by using MPI-Isend and MPI-Irecv; 
however, since the data communication process is completely random, it is 
difficult for the proposed distributed state estimation to converge. 
Theoretically, the totally asynchronous distributed state estimation should 
converge to the solution when y is small enough. 
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Figure 7.12 Partially Synchronous Distributed State Estimation 

Note: series 1, 2 and 3 represent computers 1 ,  2, and 3 respectively. 



Chapter 8 

Distributed Power System Security 
Analysis 

8.1 INTRODUCTION 

Since cascading outages can incur significant financial losses to electric 
utility companies, an overriding concern in power system operation is 
the security of the system in contingencies. Security monitoring and 
control has been the most important task of the system operator in both 
regulated and restructured power systems. The objective in security 
analysis is to take preventive or corrective measures if an insecure state 
of the system is imminent. The results of the security analysis will 
forewarn the system operator and give it sufficient time to take 
corresponding remedial measures. 

Power system security analysis requires the computation of 
complex voltages and transmission flows in power systems. Given the 
different loads and generations at each bus, this calls for simultaneous 
solutions of a large, sparse and symmetrical system of equations whose 
topology may change due to changes in the network status [Alv98, 
Ba192, DyL97, LukOO, Qui02, Sch99, SidOO]. 

The solution process for large-scale power systems is usually 
complicated by the consideration of transformer tap-changing and 
generator voltage regulations. In this regard it is necessary to seek more 
efficient methods for the power system security analysis. Over the last 
few decades, various methods based on heuristics, linear 
approximations, pattern recognition, and artificial neural networks have 
been applied to the power system security analysis. Even though some 
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methods such as computational intelligence have been utilized to speed 
up the entire security analysis process, the security analysis has been 
recognized as a time-consuming and computationally intensive process, 
especially for large-scale power systems with a large number of 
possible contingencies. 

In general, power system security analysis falls into the two 
categories: static security analysis and dynamic security analysis, which 
are described below. Static security (which is also referred to steady 
state security) is the ability of a power system to reach a new steady 
state without violating constraints after certain disturbances. The static 
security analysis is composed of: contingency selection and 
contingency evaluation. The violations of thermal limits of transmission 
lines and bus voltage limits are the main concerns for the static security 
analysis. Static security analysis calculates certain types of performance 
indexes that can reflect the distance from the current operating state to a 
potential insecure state. Dynamic security is the ability of a power 
system to operate consistently within the limits imposed by the system 
stability phenomena. Generation, demand, and interchanges in a power 
system can be constrained by its security. [FerOI, Kum97, Kum981. 

8.1.1 Procedures for Power System Security Analysis 

Conventionally the task of power system security analysis encompasses 
the following three parts: 

System monitoring. Power system monitoring is realized 
exclusively through the SCADA system installed at control centers. 
SCADA collects real-time data from RTUs (remote terminal units) that 
are installed in substations and power plants and distributed throughout 
the power system. Usually SCADA scans RTUs at a frequency of two 
to five seconds. The data acquired typically include watts, vars, volts, 
amps, KWhr, frequency, circuit breaker status, and tap changing 
transformer settings. These data are transmitted to the system control 
center and stored in the SCADNEMS real-time database. The system 
operator then monitors and controls the power system in real time with 
the help of a state estimator that can detect and identify the bad data 
among “raw” measurements and provide more accurate data for EMS 
applications. 
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0 Contingency analysis. As mentioned earlier, power system 
security analysis involves the two functions of contingency selection 
and contingency evaluation. Contingency selection is the first step in 
both static and dynamic security analyses. There are a large number of 
components that can cause contingencies. Because the potential 
contingencies in a large-scale power system can occur at any time, the 
available window of time for system operators to figure out trouble 
spots and make up appropriate corrective measures is quite limited. 
Hence, contingency selection is used for detecting the most possible 
single and multiple contingencies. The processing speed becomes a 
main concern in the contingency selection and evaluation when very 
complex system dynamics are taken into account. If the contingency 
selection is too conservative, the time needed for contingency 
evaluation will be long; if the contingency selection is not aggressive 
enough, it risks overlooking certain vital contingencies that can cause a 
catastrophe to the power system. Therefore, the dominant analytical 
approaches to contingency analysis ought to detect potential 
contingencies with high efficiency and reliability. 

Corrective action analysis. Once the potential contingency set is 
selected, the system operator will embark on determining the preventive 
or corrective control measures that could partially alleviate or totally 
eliminate certain contingencies. The corrective actions could range 
from adjusting control transformers, adjusling the network 
configuration, and modifying the economic schedule of units to a pre- 
calculated set of load-shedding alternatives. It is customary for a system 
operator to obtain decision support by running the EMS static security 
analysis. However, it is usually more difficult to achieve credible 
decision support from EMS for the dynamic security analysis of a 
power system. 

8.1.2 Distributed Power System Security 

The distributed power system security analysis is the process of 
evaluating the vulnerability of a restructured power system to any 
credible set of contingent events in the ISO/RTO territories. Regarding 
the online security analysis, the following two approaches could be 
utilized by an ISO/RTO: 

0 The IS0 performs the security analysis for the entire system. 
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Each satellite control center of the IS0 performs distributed 
security analysis for its own subarea by making use of the online 
external equivalents of its neighboring control areas, as shown in 
Figure 8.1. 

Likewise the RTO may use the following two approaches to the 
security analysis for the system under its jurisdiction: 

0 The RTO performs the security analysis for the entire system. 

Each subordinate IS0 of the RTO performs the distributed security 
analysis for its own subarea by making use of the online external 
equivalents of its neighboring control areas, as shown in Figure 8.2. 

Figure 8.1 Distributed Computing Network of an IS0 

According to FERC Orders 888 and 2000, when setting up a 
control area for an IS0 or RTO, boundaries should be set where at least 
in the normal operation state there is only a weak energy exchange 
between neighboring control areas. However, this requirement does not 
mean that tie lines between control areas are to be neglected in the 
system security analysis. Moreover, in most cases it may be difficult to 
meet this requirement. According to the FERC Orders, neighboring 
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ISOs/RTOs should provide mutual support in cases of emergency, 
which requires an ISO/RTO to take into consideration the response of 
its neighboring control areas for security analysis. 

IS0 
Control Center 

Figure 8. 2 Distributed System of RTO 

8.1.3 Role of the External Equivalent 

The external equivalent is the basis for the online security analysis of a 
power system, and its computational accuracy can largely influence the 
security analysis. However, an external equivalent can be compounded 
at different load levels, network topologies, and operational strategies 
of the representative system. The traditional Ward equivalent method 
chooses a base case of the external system. Hence, the equivalent result 
is naturally related to this pre-selected base case of the power system. 
However, any change in the operation state of the representative system 
will inevitably incur computation errors to the security analysis of the 
internal system, since it does not affect the external equivalent. This is a 
major shortcoming of traditional external equivalent methods. 

The main objective of this chapter is to build a more efficient 
external equivalent mechanism by making a full use of the existing 
hierarchical and distributed computing and control systems. The 
external equivalent plays a very important role in the power system 
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security analysis [Cle99, Mon843. The problem with applying the 
external equivalent in previous studies was that the external system was 
often unobservable to the internal system operator, or the details of the 
external system were bypassed to obtain a fast solution. The accuracy of 
the security analysis of an internal system depends on the information 
obtained from the external system. With the help of the advanced 
computer and telecommunication techniques, the power system 
operator can view the external system more closely. In this new 
situation all control areas of ISOs within one RTO become observable 
to one another. 

The ISO/RTO would be interested in evaluating whether the 
loss of a certain equipment would cause violations of line thermal limits 
or bus voltage limits anywhere in its power system. Among the topics 
that we would like to discuss in this chapter are other approaches for 
security analysis and control that can be developed based on the 
hierarchical and distributed ISO/RTO structure. With an efficient 
distributed computing and control system, an ISO/RTO could monitor 
and control a power system in a distributed manner. In this chapter we 
discuss distributed approaches to security analysis based on a 
distributed system as shown in Figures 8.1 and 8.2. We will propose 
new schemes for an ISO/RTO to perform distributed security analysis 
and control. First we explore the approaches for online parallel and 
distributed external equivalent, which can provide a basis for parallel 
and distributed security analysis; then we discuss the methods for both 
the steady and dynamic state security analysis. In our discussion of 
these schemes, we include possible distributed restorative control 
approaches for certain contingencies. 

8.2 EXTERNAL EQUIVALENCE FOR STATIC 
SECURITY 

In the modeling of the power system external equivalent, a power 
system is partitioned into three sub-systems: the internal system I, the 
boundary system B, and the external system E, as shown in Figure 8.3. 
The internal system is the part that the system operator is interested in; 
the external system is the part that is usually out of the system 
operator’s control of the designated internal system. When the internal 
system is an ISO’s control area, external systems would be the 
neighboring ISOs’ control areas. The conventional Ward equivalent 
method eliminates the external system buses from the system equation, 
and this requires the external state to be known in advance. To utilize 
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the Ward method, a base case for the external system needs to be 
assumed. 

Boundary System 

External System 

Figure 8.3 System Partition for External Equivalent 

The bus voltage matrix of a power system is written as follows 

where Y is the admittance matrix, V is the bus voltage vector, and I is 
the bus injection current vector. If the system is partitioned as in Figure 
8.3, (8.1) is rewritten as 

where subscripts I, B, and E represent the internal system, boundary 
system, and external system, respectively. By deleting the external bus 
voltage vector VE in (8.2), we obtain the following bus voltage 
equation for the equivalent network: 
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It is seen in (8.3) that the Ward external equivalent would only 
change the topologies of the boundary system and the injection currents 
of boundary buses. This is because the Ward external equivalent is 
related to the bus injection currents I, of the external system. When the 
state of the external system changes a lot, the external equivalent will 
reveal to a significant error in the computation. 

To get a more accurate external equivalent, new algorithms use 
a combination of extended Ward and Ward injection techniques to 
produce an equivalent that retains the effect of external lines and 
transformer impedances. These algorithms utilize shunt MVA and 
impedances at the boundary of the retained network. Some selected 
load and generation buses can be retained as well, thus giving the 
system operator the freedom to model the effects of nonconforming 
loads in the external system more accurately for the static security 
assessment. 

8.3 PARALLEL AND DISTRIBUTED EXTERNAL 
EQUIVALENT SYSTEM 

8.3.1 Parallel External Equivalent 

We learn from (8.3) that the main computation of external equivalent 
lies in the multiplication of the boundary nodal admittance matrix and 
the admittance matrix of the external system. When the boundary 
conditions are given and the state of the external system is determined, 
a way to improve the computational efficiency of the online external 
equivalent is to use parallel computation for this multiplication. 

We avoid the computation of the inverse of the external 
admittance matrix by forming the impedance matrix of the external 
system directly, because the calculation of the inverse of the external 
admittance matrix is time consuming. The impedance matrix of the 
external system will be stored in the control center computer at the 
internal system and will be modified in time, using the compensation 
method, as the topology of the external system changes. This 
parallelization will improve the computational efficiency of the external 
equivalent. 

The conventional formulation of external equivalent is 
described by (8.3). However, the control area of an ISO/RTO (i.e., the 
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internal system depicted in Figure 8.4) has usually more than one 
neighboring control area (i.e., external system). 

External System i 

External System k I 

Figure 8.4 Power System with Multiple External Systems 

For simplicity, and without losing of generality, we let the 
internal system have two external systems denoted byE, ,  B, and 

E2 , B, , respectively. According to the second row of (8.3), we have 

which can be further expanded as 

[ y y l  O ].[ Y E l E l  y E l E 2 ] - 1  .[ ;El] 

'B2E2 'E2E1 YE2E2 
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Let us assume that there are no tie lines between these two external 

systems, which means that YE,Ez = YLzE, = 0 .  We use the following 

parallel computation for the equivalents of two external systems: 

Used in this way, the two external equivalents are computed in parallel 
for the same internal system. 

Now let us extend the simple example to a general case. 
Suppose that the internal system has N external systems that are not 
interconnected. Hence, for any two of the N external systems, say k and 

m systems, we have YE~E, =o.  Suppose that the bus sets for external 

and boundary systems are E, , B, , E ,  , B, , ... , E ,  , B ,  respectively, and 

and 6, = E .  Then the IS0 of the internal system computes 

its external network equivalents in parallel according to the following 
formulations: 

N 

U B K  = B ,  
k - l  k- l  

where Yi and Iiare the correction item of the admittance matrix 

YBjBj and the correction item of the injection current vector of the 

corresponding boundary system, respectively. 

The computation of (8.7) and (8.8) decomposes the admittance 
matrix of all external systems into N small matrices, which are merely 
composed of the nodes of one external system. From the viewpoint of 
matrix computation, the parallelization of external equivalent can 
greatly improve the computation efficiency. 

When the IS0 of the internal system is to compute the external 
equivalent, its neighboring ISOs will transmit the relevant information 
to the IS0 of the internal system as required by the IS0 of the internal 
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system. To expedite the computation, the IS0  of the internal system 
will compute its external equivalents through one of the following two 
ways: 

Employing a parallel machine. Each processor calculates Yi and 

I i  of one external system according to (8.7) and (8.8). Here no data 
communication is necessary among processors because there is no 
interconnection with the external systems. 

Employing system area network (SAN). The IS0 can simply 
realize this parallel computation on a loosely coupled SAN because 
there is no data communication in the parallel computation; each 
computer of SAN calculates Yi and I i  of one external system 
according to (8.7) and (8.8). 

The additional advantage of the parallel computation of 
external equivalent is that the IS0 of the internal system can make 
certain modifications on the external systems’ data as needed. As for 
the static external equivalent computation, the external system’s base 
case can be pre-selected according to the internal system’s study 
requirements. Although there is no rigid time requirement for an offline 
external equivalent computation, (8.7) and (8.8) also provide a means of 
the parallel offline external equivalent computation. 

8.3.2 Online Distributed External Equivalent 

Unlike the parallel external equivalent computation in which the 
external system’s data will have to be transmitted to the designated 
internal system for centralized processing, the distributed external 
equivalent will process the external data in its original location. Instead 
of transmitting the external equivalent’s data to the IS0 of the internal 
system, the ISOs of external systems will retain the relevant data at 
their own control centers and participate in the distributed computing of 
the designated internal system’s equivalent. 

When requested by the IS0 of the internal system, the ISOs of 
external systems will compute their own and Ii according to (8.7) 
and (8.8) and transmit their computation results to the internal system 
ISO. The IS0 of the internal system will inform the ISOs of external 
systems of its requirements for the external equivalent so that the ISOs 
of external systems can make the necessary modifications before they 
start the distributed computation of the external equivalent. Though 
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certain information needs to be exchanged between ISOs in both 
parallel and distributed external equivalent computations, the amount of 
data exchanged in distributed computation is much less than that in 
parallel computation. 

8.3.3 External Equivalent of Interconnected External Systems 

In many cases, there are tie lines between two adjacent control areas. 
However, it may be difficult to satisfy YE.E.  = 0 as we assumed for the 

parallel and distributed external equivalent computation discussed in the 
last section. Two approaches can be uiilized to deal with this case. One 
is to simply model tie flows as constant loads or injections at the 
corresponding terminal buses, and assume YE.E.  = 0 by neglecting the 

tie flows. This can be done with the aid of online state estimation. The 
second approach is to merge the external systems into a larger system in 
which the IS0 collects all the necessary data from the external areas 
and then compute the external equivalents on behalf of all external 
areas. Comparatively, the first approach is simpler and easier to 
implement in a distributed computing environment. However, in 
utilizing the equivalent power loads and injections, we assume no tie 
lines in the external system. We have to make sure that the assumption 
will not have a significant bearing on the security analysis of the 
internal system. 

' I  

' I  

The distributed external equivalent computation can be 
performed by the IS0  components of an RTO, or by the satellite control 
centers of an ISO. Both parallel and distributed external equivalent 
computations use real-time data; hence, they can overcome the 
shortcoming of relying on pre-selected base cases in the traditional 
external equivalent method. This attribute is important for the online 
security analysis as it guarantees that the analysis of the internal system 
will be least affected by changes in the external systems. On the other 
hand, since the proposed parallel and distributed external equivalent 
method does not rely on a single base case, the parallel and distributed 
external equivalent computation described above could use the 
distributed state estimation results at individual control centers to avoid 
a myriad of data communication between control centers. 
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8.4 EXTENSION OF CONTINGENCY AREA 

A contingency area is defined as the endangered part of an internal 
system due to a contingency. There is one contingency area in the 
system, when there is only one contingency in the internal system. The 
size of a contingency area depends on the severity of the contingency 
which could be smaller than the internal system. There could be 
multiple contingency areas within the internal system when multiple 
outages occur simultaneously in the internal system. The system 
operator might prefer to use the contingency area rather than the entire 
internal system for analyzing the impact of a contingency. 

The extension of a contingency area is important in distributed 
contingency analysis [Alo99]. For instance, when a contingency occurs 
near the boundary of a control area, the area control center needs to 
know the impact of the contingency on the lines and buses of its 
neighboring areas. The information provided by distributed external 
equivalents does not suffice for this purpose, as the area control center 
requires more information for the contingency analysis. Usually it is not 
practical for an area control center to get much detailed information 
about its neighboring systems. Hence, it is crucial to determine the type 
of information that will be needed for the contingency analysis of the 
internal area. 

Many techniques were proposed for the contingency analysis, 
and were used in defining the most endangered system components in a 
contingency. To reduce the computational time for the contingency 
analysis in large-scale power systems, several techniques resort to dc 
power flow for analyzing the impact of a contingency. The ac-based 
techniques, however, involve fast-decoupled power flow analyses. In 
addition, bounding methods were used for contingency analyses to 
identify the most endangered branches. The bounding methods were 
inspired by the fact that an outage has a limited geographical effect on 
its surrounding. Accordingly, the efficient bounding methods proposed 
additional efficiency by solving a small subarea instead of the entire 
area, in which branch flow limits were checked for violations. The 
“incremental angle” criterion was introduced in efficient bounding 
methods to detect branch flow violations by establishing an upper 
bound on changes in the angular spread based on the solution of a 
subarea. In these methods, certain bounding criteria were used to extend 
the interest subarea of a contingency, starting form a subset of the area 
around the contingency location. 
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The demand on speed and accuracy of computation increases as 
additional lines and generators are added, the system under study gets 
larger, and multiple outages are possible. For these reasons, a 
straightforward algorithm is necessary to simulate single line outages 
(SLOs) as well as multiple-line outages (MLOs). This can be achieved 
by dealing with MLOs as successive SLOs. We will perform the inverse 
of a sparse Jacobian matrix under SLO by way of the Woodbury 
formula [Cam95]. We will also make use of this technique to formulate 
a solution for MLOs. The Woodbury algorithm will help us find the 
exact distribution factors and enlarge the initial interest subarea of the 
contingency in the correct direction. The algorithm is used to define the 
exact locations of most endangered branches in the system. The total 
distribution factor is a new contingency term that is used for specifying 
the direction of the exact expansion of the interest subarea for the most 
endangered branches. Once starting from an initial interest subarea 
around an outage, the exact direction for enlarging the interest subarea 
will be based on total distribution factors of buses inside the interest 
subarea. 

A new technique for the derivation of exact distribution factors 
will be discussed in this section. Accordingly we will be able to 
calculate calculate the boundaries of the subarea with violated limits 
more accurately, and this will also save on the computation time. 

8.4.1 Distribution Factors 

Suppose that the base case dc power flow equation is given by the 
following sparse linear equation 

The equation representing the system after the occurrence of outage(s) 
is given by 

B,6 = P, 

After adding - B,6, to both sides of (8.10) we get 

(8.10) 

(8.1 1) 

which can be rewritten as 
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B,A6 = L 
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(8.12) 

where L is the incremental injection vector of the multiple-line outage. 

For a single-line outage between buses r and s, the correction to 
the base case dc power flow Jacobian matrix is given by 

(8.13) T B, = B  + U,R,, 

Vectors U, and R,, have nonzero elements only in the Y and s 

positions, and zeros elsewhere, where R, = ( llxrs) U, . For a general 
case with any number of line outages, (8.13) can be rewritten as 

B, = B + U R ~  (8.14) 

and (8.12) becomes 

( B + u R ~ )  A ~ = L  (8.15) 

Using the Woodbury formula, we express the inverse of the modified 
Jacobian matrix B, in (8. 14) as 

B; =[B+U RT]-l (8.16) 

B: =B-' -[B-' U ( I + R T  BU)-'RT B-'1 (8.17) 

Using this convention, we write the following equations: 

A ~ = B :  L 

The distribution factors are given by: 

(8.18) 

(8.19) 

(8.20) 

pij = R i  A6/PL (8.21) 
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(8.22) 

where PL is the pre-contingency power flow on the outaged line. 

For multiple-line outages, URT in (8.14) is reformulated as 
follows: 

URT =[ U, U, ... U,][RT R l  ... RilT (8.23) 

where q is the number of line outages. For each i E 1,2,..q , Ui is a vector 
with dimension n (the number of buses), which possess two elements 1 
and -1 and the rest of its elements are zero. We recall that 
Ri  = (1 / xrs) Ui , with Y and s representing buses where the line outage 

has occurred. For the case of q multiple-line outages, vector L is given 
as 

9 
L = ~ L ,  (8.24) 

i=l  

In this case the system equations are solved by any of the following two 
methods: 

0 By findingU=[ U, U2 ... U,] ,R=[  R,  R 2  ... R,] ,  and 

then solving (8.17) and (8.18). 

By successive solutions for a single line outage, matrices U and 
R become vectors and the identity matrix I in (8.17) will be 1. 
Then, (8.17) will be written as: 

0 

B: = B-' -[BPI U ( 1 + RT B U)-' RT B-'1 (8.25) 

We define B, ,B, ,..., B, for line outages 1,2.. .q, given by: 

Bl =B+U,R; ,  B, = B + U ,  Rl, B3 =B+U3RT (8.26) 

for outage q, we have 
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B - ' = Z =  

B, = Bq-l + U,RT 

1 T - 1  - B,- = [B,-l +U,R,]  - 

BF:-1) - [ BFi-1) U (1  + RT B(q.l) U)-' RT BFi-1) ] (8.28) 

We find B,' using the inverse in (8.25) and then use this inverse to 

find B i l  and the next inverse, and so on, until we reach BT,'_,) which 

- 
'11 '12 z13 . . Z1 n 

z12 =22 '23 . . Z2n 

z13 z23 '33 . . Z3n 

. . .  . 

. . .  . 

-Zln Z2n '3n . . Znn 
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(8.27) 

is used to find B;'. 

To make computations of the second methodology more 
straightforward and computationally efficient, we present the equations 
in a more systematic form as stated below. Suppose that the inverse of 

the base case Jacobian matrix B-' was calculated initially and given by 

For a single-line outage between buses (i,j), we have 

(8.29) 

(8.30) 

The left side of the last equation can be calculated as follows: 

For an outage between buses i a n d j  define the modification factor 
Aij as 

A..  'J =(x. .  U + z . .  + z . .  11 -2z. . )  'I (8.3 1 )  

Then, each kl" entry of the matrix B;' is given by: 
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0 For a double-line outage (i-j,u-v), any kith element of B i l  is given 

by 

and for the qth line outage between buses (a, b) 

Superposition is applied here to find the equivalent incremental 
injection vector L,, , which is equivalent to q line outages if we use the 

successive solution methodology: 

L = L,, = L, + L, + ... + L, (8.35) 

Once we determine the inverse of the Jacobian matrix and changes in 
the bus angle vector of (8.12), the change in the power flow between 
buses h and k is given by 

(8.36) 

where U,, has only two nonzero elements 1 and -1 in positions h and 
k, respectively. For a line outage between buses (6 j ) ,  the distribution 
factor of the line between buses (Y,s) is 

~ i j , ~ ~  =(-z../z,,)(-z~,. 'I + ~ j ,  +ziS -zjs)/Aij (8.37) 

For multiple-line outages the distribution factor for q 
simultaneous outages is given by the last equation in which buses ( i , j )  
correspond to the last outage, and AII is calculated for the last outage 

considering that modifications are done for the rest of outages as shown 
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before. By using successive solutions of system equations, we only 
need a single set of distribution factors for multiple contingencies. 

8.4.2 Extension of Subarea 

At this stage we utilize the concept of the bus total distribution factor 
(TDF). For any bus i, TDF (p i  ) is the sum of all distribution factors of 
lines connected to that bus. Assume for buses i, j in Figure 8.5 that 

(8.38) 

(8.39) 

where R, is the set of buses connected to i and R is the set of buses 

connected toj. 

Bus 

Bus 

k 

Bus 

J 

1 

Bus t 

Figure 8.5 Illustration of TDF Concept 

TDF will be used to define the exact direction for extending the 
initial interest subarea as it represents the most endangered branches 
due to an outage. In other words, boundaries of the interest area should 
enclose the most endangered branches. By applying this concept, we 
introduce the following algorithm for expanding the initial interest 
subarea for a line outage located between buses i and j :  

Step 1. Solve for A6 in (8.18) using the inverse of the modified 
Jacobian matrix given by (8.25). 

Step 2. Initialize the TDF vector of order n, which has 1 in position i, -1 
in positionj, and zero elsewhere. 
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Step 3. Define all buses that are directly connected to buses i andj. This 
can be done by checking the non-zero reactance of different lines of the 
original system. The initial subarea of interest (subarea 0) includes 
these buses along with outaged line buses. 

Step 4. For each bus x specified in Step 3, find the distribution factor of 
the line connecting buses x and i, and update the TDF of x using the 
updating formula px = px + px; . Then update the TDF of bus i using 

the updating formula pi = pi + pi-x and apply the same procedure t o j  
and the nodes connected to busj. 

Step 5. Define the bus that has the absolute maximum TDF. Let this bus 
be called g. 

Step 6. Check if the absolute value of the maximum of TDF is less than 
a specified value E (note that TDF x PL is the power flow which can be 

compared with E). If yes go to the last step (Step 9). 

Step 7. Specify branches that are connected directly to the node g from 
the previous step. Include in the new expansion all nodes that are 
connected to the ends of branches that stem out of node g. 

Step 8. Set i = g and go to step 4. 

Step 9. End of the algorithm. 

The most endangered area is specified by Step 7. This algorithm is 
shown by the flowchart in Figure 8.6. To illustrate the concept of TDF 
and initial contingency area that will be expanded, we use a portion of a 
network around the outage, as shown in Figure 8.7. 

Initially we define the TDF vector p to be a zero vector of 
order n. There is a line outage between buses ( i , j ) ,  while buses e,fand 
w are directly connected to i, and buses Y and s are directly connected to 
j .  Then from (8.20) we have 

A P ~ ~  = R : A ~  
APiw = Ri, T A6 

APjr = R,,A6 T 

APif = R:A6 

bpjS = R : A ~  

Pi = Pi-e + P i - w  + Pi-f (8.40) 
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Figure 8.6 Flowchart for Contingency Area Extension 

....... ... ... -., 

Figure 8.7 Portion of the Network around the Outage 

From the last equation of (8.40), we can write pi as 

pi =(R: +R& + R : ) A N P ,  (8.41) 
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Also, for the nodes connected to i, we can write TDFs as 

For node j ,  we write 

If we define p as 

p = R i t  AS I P, 

(8.42) 

(8.43) 

Equations (8.40)-(8.42) result in Rtot in (8.43). The sum of vectors 
between brackets in (8.41) gives a vector of dimension n, which has the 
following entries: sum of ( 1 /x ie + 1 /x iw + 1 /x if ) in position i, - 1 /x ie in 

position e, - l/xiw in position w and - l/xif in position J: In each 

position k, where k E nodes connected to the outaged line, we insert the 

negative of l /xik,  and in position i we insert the positive of summation 

of all other entries. Also, the same idea is applied to (8.42). It is easily 
seen that pi = 1 which comes from the fact that the sum of the power 
entering a certain node is equal to the sum of the power leaving it, as 
node i is at one of the terminals of the outaged line, and for the other 
terminal of the outaged line, pj  = -1. 

8.4.3 Case Study 

We consider the IEEE 30-bus system shown in Figure 8.8 as a test 
system. We study a line outage between buses 2 and 4, as shown by the 
dashed line in the figure. Suppose that Area 0, in Figure 8.9, is our 
initial contingency area for this outage. 
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Figure 8.8 IEEE 30-Bus System 

'., 

. 

Figure 8.9 Initial Interested Contingency Area around Outaged Line 2-4 
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PI 
0.0 

For Area 0, the initial total distribution factors are given in 
Table 8.1. The distribution factors for the initial contingency area are 
shown in Table 8.2, and the TDF values corresponding to buses in this 
contingency area are shown in Table 8.3, in which the values are 
calculated using the following relations: 

f 2  f3  f 4  f5 f 6  f 12 

+1.0 0.0 -1.0 0.0 0.0 0.0 

or 

f 2 - 1  f 2 - 5  

-0,3673 -0.1942 

(8.44) 

f 2 - 6  f 3 - 1  f 4 - 3  f 4 - 6  f4 -12  

-0.4385 0.3673 0.3673 0.591 1 0.0416 

(8.45) 

P1 P2 f3 
0.0 0.0 0.0 

where Rij is set of buses connected to either i o r j ,  and k and t are any 

buses in Rij in the area. 

P 4  PS f6  P12 
0.0 0.1942 -0.1526 -0.0416 

Table 8.1 Initial Total Distribution Factors of Area 0 

Table 8.3 Total Distribution Factors of Area 0 

According to Table 8.3, for buses 5, 6, and 12 at the borderline 
of the interest subarea, p5 + p 6  + p12 = 0.0 or p5 = -(f6 + p12), which 
means the net power that enters the interest subarea is equal to the net 
power that exits the area. The important note here is that the net power 
the exits the interest subarea mainly comes from buses with maximum 
TDFs. Another note is that p l ,  p2, p 3 ,  and p4 are all zeros because 
none of these buses are connected to any other buses outside the interest 
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subarea, which means that the sum of flows entering any node is equal 
to the sum of exiting flows. 

The idea is as follows: buses at the borderline of the interest 
subarea are connected to buses that are located inside and outside the 
interest subarea. The sum of the power entering any of these buses 
should be equal to sum of power exiting that bus. The entering and 
exiting power can be calculated by distribution factors as stated above. 
The bus that has the maximum TDF, gives us an indication on how 
much of the outaged line power will flow outside the interest subarea 
through the lines connected to that bus. For our case, p5 P, is the 
change in power flow from bus 5 to the interest subarea. This flow 
should be compensated with the change in entering power to bus 5 from 
branches outside the interest subarea, as bus 5 has the maximum TDF. 
This means that we consider the bus as the one that can be checked for 
the maximum power flowing outside the interest subarea. 

The change in power flow in any branch outside the interest 
subarea can not be greater than pkPL, where P k  is the TDF of bus k 
with the maximum TDF. So we consider the maximum TDF inside the 
interest subarea as a bounding criterion for line violations. When 
pkPLis  less than a predefined limit (E),  we stop the process of 

extending the interest subarea. Accordingly, we choose E to be the 
minimum loadability margin on the list of lines. In each enlargement of 
the interest subarea, we check whether p k  PL is less than E. If yes, we 
have specified the most endangered area around the outage. Note that as 
the interest subarea enlarges, the maximum TDF gets smaller 

Now we return to our example. In Table 8.3 the maximum TDF 
is ps = 0.1942, which means that bus 5 will be the origin of the next 
extension of the interest subarea. Figure 8.10 illustrates the next 
enlargement of the area. Distribution factors of new lines that appeared 
in Area 1 are shown in Table 8.4. 

We calculate TDFs of Area 1 as follows with results shown in Table 
8.5. 
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P5-7 
-0.1942 

CHAPTER 8 

f 6-7 f 1-2 

0.1942 -0.0416 

Figure 8.10 First Enlargement of the Interest subarea 

f 1  

0.0 

TubZe 8.4 New Distribution Factors in Area 1 

P2 f 3  f 4  f 5  P6 P7  p12 

0.0 0.0 0.0 0.0 0.0416 0.0 -0.0416 

Table 8.5 Total Distribution Factors of Area I 

At this point, for a base case flow of 0.2974 p.u. (P:;:e= 

0.2974) on line 2-4, we note that 0 . 0 4 1 6 ~  = 0.012 which is too 
small to affect any line flows. So, we stop enlarging the interest 
subarea. In case that additional extension is needed, we choose either 
bus 6 or bus 12 (because they have the same TDFs) for the next 
extension. Let us choose bus 6 as the point for extending the next 
subarea. In Figure 8.8, bus 6 is connected to external buses 8, 9, and 28; 
thus, the newly extended contingency subarea 2 is as shown in Figure 
8.1 1. 

TDFs of these newly represented buses are calculated according 
to the following formulations with the results shown in Table 8.6: 
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The same process for the extension of the contingency subarea 
is applied to bus 12. However, according to Table 8.6, the maximum 
DTF decreases fast as the interest subarea is expanded, which means 
that a preset limit ( E )  for pkPL will be quickly satisfied and the 
extension of the initial interested subarea determined quickly. After 
specifying the most endangered subarea, we apply the contingency 
analysis and check for each line violation inside that subarea. This is 
done by comparing the loadability margin of each branch with line flow 
changes based on distribution factors. 

C I  

Figure 8.1 1 Second Enlargement of the Interest Subarea 

Table 8.6 Total Distribution Factors of Area 2 
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8.4.4 Contingency Ranking Using TDF 

The performance index (PI) is used widely for the purpose of 
contingency ranking. PI is a scalar function of network variables, such 
as voltage magnitude and real and reactive power flows. It differentiates 
between critical and non-critical outages, and predicts the relative 
severity of critical outages. It is perceived that the few contingencies at 
the top of the contingency list have the most effect on the system 
security, and so should be analyzed in more detail. In the following 
analysis, we use the real power performance index given by (8.46): 

NL 
PI,, =C"'(-) Pe 2n 

C=l 2n pFm 
(8.46) 

The rankings of the first five single line outages using PI are 
shown in Table 8.7. This table includes only the worst five outages that 
are ranked at the top of the contingency list according to their PI values. 
We assumed in the PI equation that the importance factor is 1.0 if a line 
is overloaded and 0.0 otherwise; n is equal to 1. 

We start with the outage that is at the top of the contingency 
ranking list (i.e., the line connecting buses 2 and 5 )  and has the largest 
PI value in Table 8.7. TDFs are given in Table 8.8 and the initial 
interest subarea is shown in Figure 8.12. Now we extend this initial area 
(i.e., subarea 0)  by starting from bus 1, which has the largest TDF in 
this subarea. Accordingly this is the subarea 1 as shown in Figure 8.13. 
We continue the procedure until no further expansion is required. Then 
we repeat the same procedure for other outages on the list. 

0 
c) 

\ 

Figure 8.12 Initial Interest Subarea of the Outaged Line 2-5 
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5 

6 

7 

Table 8.7 Ranking of the Worst Five Single Line Outages 

0.000000 0.0000000 
-0.035008 0.0920007 

0.000000 0.0000000 

Table 8.8 TDFs of Subarea 0 for the Outage of Line 2-5 with = 0.4347 

Bus i Pi I Pi xpbz I 
I 1 I 0.211642 I -0.0152145 I 
I 2 I 0.000000 I 0.0000000 I 
I 4 I -0.176740 I -0.0768280 I 

....... . .  .* 

..... . .  . -  
Area 1 
2 

....... . . .  
' : -.. .. ..~~:"...."..".,- .............. 

Figure 8.13 First Extension of the Interest Subarea of the Outage of Line 2-5 

8.5 DISTRIBUTED CONTINGENCY SELECTION 

A static security analysis is an important function of EMS that is 
performed periodically at the ISO/RTO control center. Static security is 
the capability of a power system to reach a steady state operating point 
upon the occurrence of disturbances, and without violating any system 
constraints including limits on bus voltages and thermal bounds of 
transmission lines. By assessing the security of a power system, the IS0 
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can enact appropriate corrective measures to reduce the vulnerability of 
power systems. 

For a large-scale power system, security analysis is time- 
consuming and computationally intensive. This is because a large 
number of potential contingencies have to be assessed at each pass. In 
this section we discuss the applications of distributed processing 
techniques in a static security analysis of power systems. 

Contingency selection is the first step in the power system static 
security analysis. One of the tough issues that the IS0 is facing, in this 
regard, is the massive number of potential contingencies and the 
consecutive assessment of selected contingencies. Contingency 
selection is a procedure that attempts to discover the most severe 
emergency cases from among all the possible contingences. 

There are two approaches to the contingency selection. One is 
the performance index (PI) method and the other is the network solution 
method. In practice, the PI method has received wider applications than 
the network solution method. 

The PI method checks the impact of contingencies by executing 
a simple index based on the first or the second iteration of the power 
flow calculation for each case. When the power system is large, the 
computation of PI may require an excessive amount of time. PI for 
power flow can be formulated as 

(8.47) 

where 

pi” = Power flow limit of the ith line 

pi = Power flow on the ith line 

d5 = Non-negative weighting factor for the ith line 

N ,  = Number of lines of the system. 
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PI for voltages is calculated as 

(8.48) 

where 

vs = Voltage limit at bus i 
vi = Voltage at bus i 

Av; = Maximum voltage variation at bus i 

w: = Non-negative weighting factor at bus i 
Nb = Number of buses of the system. 

A large PI value implies that the current system is operating in a 
relatively tense state (e.g., during peak hours). Once the security 
analysis results indicate the possibility of network violations, the 
ISORTO will take appropriate measures such as generation dispatch, 
LTC, or phase shift transformer tap adjustments, and capacitor or line 
switching, load shedding, and so on, to curtail the violation. Such 
actions can be taken immediately on the completion of security analysis 
(i.e., preventive action) to prevent violations as early as possible, or can 
be carried out as a corrective strategy as the contingencies occur. 

Since the ISO/RTO has a distributed system, we explore here 
the possibility of using the distributed processing for expediting the 
computation of PIS. In the following, we discuss two different methods 
for the distributed computation of PI. The first method utilizes the 
distributed power flow solution. The second method is based on the 
distributed external equivalent calculation. 

8.5.1 Distributed Computation of PI Based on Distributed Load 
Flow 

As we discussed previously, the IS0 and its subarea control centers 
(SACCs) can perfoxm the online distributed load flow computation. 
Therefore, once the distributed power flow computation is done, each 
subarea control center provides a security analysis for its own subarea 
according to (8.47) and (8.48). Then the IS0 can compute the 
performance indexes for the entire system according to 
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P 
IP6 = c IPt 

k = l  
D 

CHAPTER 8 

(8.49) 

IPV = ZIP," (8.50) 
k=l 

where IP; and IP,"are PIS of the kth subarea. The above procedure is 
demonstrated in Figure 8.14. This distributed approach will speed up 
the PI index computation for the entire system, which can save time in 
executing the online security. 

IS0 Contingency Selection 

Distributed Load Flow 
Computation 

I 

Distributed PI 
Computation 

+ 
IS0 Contingency Evaluation 

Figure 8.14 Distributed Computation of PI Based on Distributed Load Flow 

8.5.2 Distributed Computation of PI Based on Distributed External 
Equivalent 

The ISO/RTO is responsible for the reliable and secure operation of the 
entire system; as the components of the ISO, SACCs could be required 
to help accomplish security analysis when necessary. Similarly, as the 
components of the RTO, ISOs could also be required to help 
accomplish the system security analysis. In this sense, we assume that 
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SACCs of the IS0 can provide online external equivalent for other 
SACCs. Similarly, we can assume that all ISOs under the control of the 
RTO will provide their neighboring ISOs with online external 
equivalent for the purpose of security analysis. 

Suppose in Figure 8.15 that SACCs are provided with online external 
equivalent of their neighboring control areas, and SACCs complete the 
performance index computation of their own control areas separately. 
Here a, b and c are the online external equivalents of the neighboring 
control areas of subarea k. Accordingly, Figure 8.16 shows that the 
power system security analysis can be realized using a distributed 
processing, which improves the computational efficiency immensely 
especially for large-scale power systems. 

Figure 8.15 Distributed External Equivalent for a Subarea 

8.5.3 Comparison of the Two Methods for PI Computation 

The efficiency of distributed computation depends heavily on the 
characteristics of the distributed system, which is composed of 
computers at the IS0 and its SACCs. If the computers have high 
efficiency, the external equivalent method will be faster because this 
method requires more computation and less communication. On the 
other hand, if for some reasons, including the narrow bandwidth of the 
communication links of the distributed computing system and the 
overburdened computers at control centers, the distributed power flow 
computation is not be able to meet the real-time requirements for the 
online security analysis, then it is better to let SACCs compute their 
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own power flows individually based on the online external equivalents 
of their neighboring subareas. 

The distributed load flow method will be feasible if data 
communication among computers has a high efficiency. As the 
computational efficiency of the distributed system is improved more 
contingencies can be studied in the online security analysis. Both 
methods discussed above can be applied using online state estimation. 
The previous methods such as dc power flow, fast decoupled power 
flow, and the 1P-1Q power flow solution can still be used in the 
distributed environment of an ISO. 

Distributed External Equivalent 1 + 
SACC 

Distributed PI Computation 

I 
I I S 0  Contingency Ranking I 

Figure 8.16 Distributed Computation of PI Based on Distributed External Equivalent 

8.6 DISTRIBUTED STATIC SECURITY ANALYSIS 

Two approaches can be utilized for power system online security 
analysis based on the distributed computing of an ISO/RTO. The first 
approach is based on the distributed online load flow computation, and 
the other is based on the distributed external equivalent computation. 
These methods are presented next. 

8.6.1 Security Analysis Based on Distributed Load Flow 

As we mentioned in Chapter 5 ,  the ISO/RTO that can compute the 
distributed load flow, can use a similar approach for security analysis. 

Administrator
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In this case, each subarea control center will compute the security 
performance index for its own control area. Then each subarea control 
center sends its computation results to the ISORTO, which can get the 
security performance index for the entire system by summarizing all the 
security indexes for individual subareas. 

8.6.2 Security Analysis Based on Distributed External Equivalent 

Time is the most overriding factor in power system online security 
analysis. If a severe contingency is recognized in a lengthy time period, 
there will not be a sufficient time for the ISO/RTO to take effective 
corrective control measures to prevent the severe consequences. The 
computation burden can be greatly reduced when the external 
equivalent is utilized. A security analysis based on the distributed 
external equivalent can provide a new and effective solution to this 
problem. Figure 8.17 illustrates this approach with the following 
modules: 

1: SCADA telemetry 
2: Observability analysis 
3: Distributed state estimation 
4: Distributed external equivalent 
5 :  Distributed power flow computation and security analysis 

Figure 8.17 Distributed External Equivalent and Security Assessment 
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An ISO’s subarea control center would require its neighboring 
control areas to provide their online equivalents for distributed security 
analysis. As Figure 8.18 indicates one of the functions of EMS 
deployed at the ISORTO control center is to calculate the online 
distributed external equivalent. This proceeds as follows: 

Compute the online external equivalent and transmit the results to 
neighboring ISOsRTOs. 

Obtain external equivalents from neighboring ISOs/RTOs and form 
the admittance matrix of the control subarea for security analysis by 
taking the external equivalents into consideration. 

In this case the distributed computing and control system of an IS0 will 
have a structure illustrated in Figure 8.19. 

EMS LAN 

SE EE LF SA 

SE: State estimation, EE: External equivalent, LF: Load flow, SA: Security analysis 

Figure 8.18 Function Distributed EMS 

8.6.3 Enhanced Online Distributed Static Security Analysis and 

Power system static security analysis is based on contingency selection 
and evaluation. To reduce the computational burdens so that the IS0 
has more time for making corrective decisions, the online contingency 
selection and evaluation should be separated and computed 
simultaneously with two dedicated computers at the system control 
center or subarea control center as illustrated in Figure 8.20. 

Control 
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Figure 8.19 Distributed System of the IS0 with Distributed EMS 

Computer A 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Computer B 

r--------_-__-_-______ Choose next contingency 

I I I 
I 

I I 

Figure 8.20 Enhanced Online Distributed Security Analysis and Control 
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In this scheme, computer A is used only to evaluate the 
contingencies on the list, and computer B is used to make corrective 
decisions for the contingencies that would cause severe violations. In 
computer A ,  the contingency list is created offline (e.g., based on the 
historical data) and is used by computer A for online evaluation as 
system operating conditions change. Compared with the traditional 
scheme that uses only one computer, this distributed scheme can save 
much time for the IS0 to make corrective decisions. 

8.7 DISTRIBUTED DYNAMIC SECURITY 
ANALYSIS 

The duration of power system dynamic process could be too short for 
the IS0 to detect a contingency and to make the corresponding remedial 
measures online. The previous framework for the analysis of power 
system dynamic security was exclusively based on offline studies in 
which a group of pre-chosen contingencies in various sequences of 
events, different initial operating conditions, and different system 
configurations were analyzed. From these analyses, the IS0 can obtain 
a set of limitations for the secure operation of the power system. These 
limitations are usually expressed in terms of system operating 
parameters such as the generation output of certain power plants, and 
the energy exchange limits of certain tie lines, which can be used as 
guidance for operating the system under similar conditions. 

A power system becomes more vulnerable when it is operating 
closely to its physical limitations. Hence, the dynamic security analysis 
becomes a prominent task for those stability-limited power systems. 
The dynamic security analysis should be based on the real-time 
operating state of the power system. The online power system dynamic 
security analysis follows a procedure similar to that of online static 
security analysis and is comprised of an external network equivalent, 
contingency selection, contingency evaluation, and corrective control 
measures. In this section, we explore the implementation of the 
dynamic security analysis based on the distributed computing and 
control system of an ISO/RTO. 

8.7.1 External Equivalent 

Unlike the external equivalent for static security assessment, the 
external equivalent for dynamic security analysis must include the 
impact of all generators in the system [Mac85, Mac881. There have 
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been two approaches to calculating the external equivalent for the 
system dynamic performance analysis. One is the coherence-based 
method and the other is modal-based method. In the late 1980s these 
methods were extended to a more general and systematic approach. 

8.7.2 Contingency Selection 

At the early stages, contingency selection for dynamic security analysis 
relied largely on engineering experience and subjective judgment. The 
most often used screening tool for contingency selection was the direct 
method for stability analysis, which included a simplified model along 
with a fast method for evaluating the dynamic behavior of the 
contingency. With the help of the distributed computing system of an 
ISO/RTO, the neighboring subareas can provide a detailed online 
external equivalent; hence, the results of dynamic security analysis can 
be more accurate. In addition, the distributed processing can improve 
the computational efficiency of contingency selection and evaluation. 

8.7.3 Contingency Evaluation 

The evaluation of system dynamics has two objectives. One is to 
evaluate the system response to some small disturbance such as load 
fluctuation, and the other is to evaluate the system response to certain 
disturbance such as short circuit faults. The contingency evaluation 
methods fall into two categories: one is the numerical simulation 
method, and the other is the direct method. The numerical simulation 
method is the traditional approach to system dynamic performance 
evaluation. For instance, eigenvalue calculation is usually used for 
small disturbance analysis. The numerical integration method is used 
for transient stability simulation and long-term dynamic analysis. As 
these methods are very time-consuming, parallel and distributed 
processing can improve the computation efficiency. As the direct 
method determines the system stability without solving the system 
dynamic equations; hence, parallel and distributed computation can also 
be applied to improve the solution efficiency. 

8.8 DISTRIBUTED COMPUTATION OF SECURITY- 
CONSTRAINED OPF 

As an approach to the real-time security analysis, security-constrained 
OPF (SCOPF) plays a very important role in power system operation. 
Traditionally, SCOPF is used in studying outages of transmission lines 
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and generating units. Before distributed computation techniques can be 
utilized for the real-time power system security analysis and control, the 
SCOPF computation is performed at the control center by calculating 
the corrections of the factorization table of the Jacobian matrix of load 
flow equation, in each pass of the execution of SCOPF. For a large- 
scale power system, this centralized sequential SCOPF computation is 
time-consuming because of the large number of transmission lines and 
generators in the system. 

The distributed computing system of the ISO/RTO can provide 
distributed external network equivalents that obtain fast online SCOPF 
computation. In practice, the computation of PI is related to the SCOPF 
computation, since in most cases the PI that is used for the selection of 
contingency, and so could be further studied based on SCOPF for 
security analysis. 

8.8.1 SCOPF Techniques 

As in PI computation there are two approaches to the SCOPF 
computation based on the distributed system of the ISO/RTO. One is 
based on the distributed load flow computation. In this method, the 
effect of line outages on the system can be clearly observed. The 
computational efficiency can be improved in such a way that associated 
elements in the factorization table of the Jacobian matrix are the only 
terms that need to be revised at each stage. 

The second approach is based on the distributed external 
equivalents and can be used for studying less critical transmission lines 
whose effect of outage is not supposed to be propagated across the 
entire system but restricted to a limited area. This kind of line SCOPF 
can be computed by a SACC based on online external equivalents. Each 
SACC will perform its local computation separately. Because the scale 
of a subarea is much smaller than the entire system, the correction of 
the factorization table of the Jacobian matrix for load flow computation 
goes much easier and faster. Most important, all SACCs can apply the 
distributed computation to SCOPF, which can greatly improve the 
computation efficiency. The feasibility of this approach depends on 
whether the effect of the line outage can be restricted to a limited 
transmission area. It is perceived that the control area of an IS0  is large 
enough for such an SCOPF computation, and there should be no need to 
enlarge the distributed load flow computation to cover all ISOs under 
the RTO for the SCOPF computation. 
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In SCOPF studies, a generation outage is treated different from 
a line outage in that the power shortage caused by generation outage 
must be compensated by all the designated slack buses in the power 
system according to their distribution factors. This requires that the 
external response to this generation outage be taken into consideration. 
When the distributed external equivalent method is used, the following 
two approaches can be applied: 

The power shortage caused by a designated generation outage is 
allocated to slack buses according to their power distribution factors 
in order to keep the entire system in balance. 

The power shortage caused by the designated generation outage is 
allocated to some of the equivalent generators in the external 
equivalent. This approach will be more suitable for online 
application. 

In the preceding discussion, we implicitly assumed that the effect of the 
outage of a line or generator in a subarea on its adjacent subareas can be 
neglected and hence we could use the external equivalents. If the 
reactions of some neighboring control areas need to be taken into 
consideration, then we need to enlarge the realm of the internal system 
by virtually merging adjacent subareas into one. This way, SACC of the 
internal subarea will take over the responsibility of SCOPF computation 
for the virtually merged area. 

8.9 SUMMARY 

Serial processing of one computer at the system control center does not 
easily meet the needs of power system real-time monitoring and 
security analysis. In this chapter we proposed an online distributed 
external equivalent method, and studied the distributed power system 
security analysis method based on this equivalency method. The online 
distributed external equivalent is more accurate than the traditional 
Ward method, which is based on a pre-chosen base case. The 
performance index computation can be executed in a distributed manner 
for a more accurate and faster solution. 
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Chapter 9 

Hierarchical and Distributed Control of 
VoltageNAR 

9.1 INTRODUCTION 

Whether bus voltages are within their operational limits is not only a 
crucial performance index for power quality but also a major concern for 
power system security. Unlike the power system frequency, an outstanding 
feature of power system voltageNAR optimization and control is its local 
property. This means that the voltage profile of a local control area in the 
power system can mainly be regulated through adjustments of reactive 
power sources in that specific control area. In most cases the impact of 
remote reactive power sources on the local voltage profile can be neglected 
in the normal operating conditions. This property of power systems 
indicates that the voltageNAR optimization and control of a large-scale 
system can be better implemented in a distributed manner and based on a 
hierarchical structure. 

The hierarchical and distributed voltageNAR optimal control is 
usually based on a system partitioning scheme that considers the minimum 
power loss as its objective, and constrained by bus voltages that would be 
within their secure limits. The hierarchy here refers to a certain kind of 
coordination among upper and lower level control centers for the purpose 
of voltage/VAR optimization and control. 

Recent developments in the restructuring of power systems, and 
the emerging of distributed and renewable generation, show voltage/VAR 
optimization and control of a large-scale power system to be an important 
issue. With so many independent entities appearing in a restructured power 
system, traditional centralized optimization and control approaches cannot 
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easily meet the various strict requirements for online voltageNAR 
optimization and control. The rapid development of computer network 
technology and the application of high-speed, broadband 
telecommunication techniques have provided new opportunities for power 
system voltageNAR optimization and control. The economical and reliable 
merits of voltageNAR optimization and control scheme as proposed in this 
chapter indicate that distributed and hierarchical generation will be the 
trend for Iarge-scale power system voltageNAR optimization and control. 

9.2 HIERARCHIES FOR VOLTAGENAR CONTROL 

Presently, two models are used for the voltageNAR optimization and 
control of power systems, which are discussed in the following. 

9.2.1 Two-Level Model 

The two-level model bypasses secondary control, and the results of global 
optimization for the whole system take effect directly on primary control 
[Denz88]. The voltageNAR control is executed at the control center based 
on the online OPF as a senior EMS application. The system operator sends 
out control signals, according to the OPF results, to regulate reactive power 
resources including generators, tap-changing transformers, FACTS, and so 
on. This two-level model adapts an open-loop voltageNAR control 
scheme, which can be executed several times a day. Although it can meet 
the requirements of most electric companies, this two-level model has 
following disadvantages: 

Performance of OPF may not be reliable as there are many control 
variables in the computation, and many of them have to be adjusted 
throughout the power system at the same time. The open-loop control 
scheme requires an excessive processing time for the global 
optimization of the entire system. This approach places the burden on 
the system operator and so requires extensive experience to achieve 
proper results. 

Because of its complexity, the OPF usually requires long processing 
time. Even though the closed-loop control can be attained, the control 
quality is difficult to guarantee. 

Reactive power resources and their control facilities are usually 
scattered in different parts of the system at different voltage levels, and 
there are significant differences among their control characteristics. 
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These differences lie in continuous and discrete adjustments, limits for 
maximum adjustments, voltage levels, and so on. 

9.2.2 Three-Level Model 

The three-level hierarchical voltageNAR optimization and control scheme 
[Cors95, Pau187, Thoy86, Ilic951, which is achieved in a centralized 
processing manner, can be affected in a distributed manner for both 
vertically integrated and restructured power systems. After partitioning a 
power system into a number of autonomous control areas, the secondary 
voltageNAR optimization and control can be implemented in a distributed 
manner. However, in a restructured power system, the IS0 may have to 
acquire reactive power from ancillary services providers, and thereby the 
cost of the voltageNAR optimization and control becomes a concern. 
Consideration of cost becomes an additional requirement in voltage/VAR 
optimization and control strategies. 

The three-level model the voltageNAR optimization and control is 
consists of the following three stages. 

Primary control. Based on the online and on-site sampling signals, 
automatic control devices take prompt action in responding to instant 
and large changes at bus voltages. The primary control is designed to 
be closed-loop and automatk with a quick response, and its control 
process usually last from several seconds to several minutes. A typical 
control device for this purpose is the automatic voltage controller 
(AVC) of a generating unit. 

Secondary control. Based on online-metered voltage of the pilot bus, 
the operator maintains the system voltage profile within a permissible 
level by readjusting available reactive power resources in the system. 

Tertiary optimization. Aimed at satisfying a certain objective, the 
operator optimizes the system voltage profile and provides reference 
values for the secondary voltage control. 

The three-level voltageNAR optimization and control scheme is depicted 
in Figure 9.1. 
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Primary Control 

J. 
Secondary Control 

Centralized Control 

Tertiary Optimization 

Centralized Optimization Distributed Optimization : 
Figure 9.1 Hierarchical and Distributed VoltageNAR Optimization and Control 

There are two approaches for the secondary and tertiary 
voltageNAR optimization and control. However, distributed processing, 
which is based on the system partitioning, is more flexible and reliable. 
Furthermore, the intrinsic property of voltage/VAR control emphasizes the 
effectiveness of local reactive power resources because the impact of a 
reactive power resource is closely related to the electrical distance between 
reactive power resources and the specified pilot bus. This condition implies 
that the distributed processing suits the local voltageNAR optimization 
and control of power systems. 

9.2.3 Hierarchical Control Issues 

Hierarchical control has introduced multiple objectives that are attained 
separately at each control level. Although the three-level control model is 
relatively complex and difficult for practical implementation, engineering 
experience tends to adopt the three-level model for control [Glav90, 
CIGR921. As local voltage controllers are designed based on local 
characteristics of the power system, the voltage/VAR control scheme of 
adjacent control areas is closely tied and the overall control quality depends 
on the coupling constraints of adjacent control areas. 
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The response time of each level in the three-level voltageNAR 
control scheme is reasonably set so that voltage violations can be corrected 
with fast actions provided by the primary and secondary controls. In the 
decoupling of response time of the three levels, different optimization 
objectives can be realized, and the control interference among different 
levels can be avoided. The economy, second to security, can be guaranteed 
within a relatively longer response by tertiary control. Figure 9.2 depicts 
the response time of various components in a three-level model. 

Large-Scale Power System 

(Duration less than 1 minute) 

Distributed Secondary Control 

Tertiary Control 
(15 minute cycle) 

/ 

Figure 9.2 Hierarchical and Distributed VoltageNAR Optimization and Control 

When the voltage of a pilot bus in a certain control area deviates 
from norm because of random disturbances, the primary voltage control 
will take action. If the voltage of the pilot bus cannot be restored to the 
preset value, the secondary control will be triggered. 

In the secondary voltage control, the system operator first 
identifies the control area and then makes appropriate reactive power 
adjustments in that area. In most cases, the voltage of the pilot bus will be 
restored by redispatching internal reactive power resources. This is because 
in the majority of contingency cases, it is assumed that each control area 
has sufficient reactive power resources, so there will not be a need for an 
external reactive power support. If several pilot buses are deviating from 
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their optimal values, control restorations can be performed independently 
and based on distributed processing in each control area. 

The three-level control scheme utilizes SVC (static voltage 
controller), which is an area voltage controller [Pau187]. Each SVC is 
responsible for the coordination of the first-level voltage/VAR control in 
an independent area. Its control is realized through primary control 
adjustments to maintain the voltage level of the pilot bus. In this case, the 
closed-loop control will be realizable with a response time of one to several 
minutes. The operation experience has shown that the secondary 
voltage/VAR optimization and control scheme based on SVC can often 
secure the voltage/VAR operation. Currently, SVC designers focus their 
analyses on the following issues: 

0 

0 

Control strategies 

Methods for selecting the pilot bus 

Methods for partitioning the system 

Design and implementation of controllers 

Generally, tertiary control is implemented through manual operation with a 
typical response time of about 10 minutes. Closed-loop tertiary voltage 
control can be used for the coordination of reactive power scheduling and 
hierarchical voltage control. In such a closed-loop tertiary control model, 
the optimal voltage of the pilot bus and the optimal reactive power output 
of generators are first calculated every 30 minutes. 

Reactive power scheduling is designed to take the minimum power 
loss as its objective function, and the optimized bus voltages and reactive 
power outputs of generators are set for the secondary voltageNAR control. 
Alternatively, the tertiary voltageNAR optimization can be implemented 
using reactive power optimization within EMS, which takes into account 
all the prevailing constraints. The cycle for this optimization of 
voltage/VAR is about 15 minutes, and the optimization results are used for 
the secondary voltageNAR control. 

9.3 SYSTEM PARTITIONING 

The complexity of the voltage/VAR optimization and control process in a 
large-scale power system can be enhanced by system partitioning. The 
coupling of adjacent control areas can become very strong, so it is 
impractical to neglect the interaction of control areas. 
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9.3.1 Partitioning Problem Description 

A large-scale power system can be partitioned into smaller size control 
areas for the purpose of voltageNAR optimization and control, since the 
reactive power resources possess localized control characteristics. Unlike 
the partitioning methods for parallel and distributed computation, the 
system partitioning for voltageNAR optimization and control stresses the 
feasibility of the optimization and control process in each area. Hence, each 
control area will have sufficient reactive power to reduce the interaction 
between neighboring control areas and affect voltageNAR control. 

In general, the partitioning of a power system for the hierarchical 
and distributed voltageNAR optimization and control should comply with 
the following three requirements: 

0 The voltage at the pilot bus must reflect the voltage level at the entire 
control area. 

Each area should have sufficient reactive power resources to maintain 
the voltage level in its own control area. 

The interaction between neighboring areas should be reduced to a 
minimum level. 

0 

The problem is that the number of areas and the position of the 
pilot bus in each area are unknown, so it is difficult to partition the system 
into control areas that can satisfy the three requirements. In some cases it is 
almost impossible to partition a system without the human operator’s 
involvement. In the following section we propose an algorithm for 
automatic power system partitioning that combines the experience of the 
system operator with analytical results. 

9.3.2 Electrical Distance 

The electrical distance represents a measure of the physical relationship 
between any two buses in a power system. In the fast P-Q decoupled load 
flow computation, the voltage solution is calculated based on the following 
equation: 

where [aQ / aV] is the Jacobian matrix of reactive power. By turning all 
PV buses into P-Q buses (i.e. by including all generators in 9. l), we have 
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[AV] = -[aV / aQ][AQ] (9.2) 

where, [aV/aQ] is the inverse of the Jacobian matrix[aQ/dV] with 
similar properties to an impedance matrix. 

We assume incremental bus voltage changes are within a small 
range [Stan91], since the secondary voltage control is relatively slow and 
bus voltage increments are small, that is, 

AV. = a,AVj (9-3) 

Correspondingly, [av. /@,I = [aVj /aQ,] although, in most cases, 

[a?( /aQi]  f [aV, / a Q j ] .  In other words, 

aq + a , .  I' (9.4) 

Since the electrical distance between two buses should be unique, we use 
the following function to map the sensitivities in (9.3) to electrical 
distances [Lago89]: 

edi,j = -log (av *aj i )  (9.5) 
10 

9.3.3 Algorithm for System Partitioning 

Given a parameter rd for the bus set S of the system, we intend to find out 

whether the distance between any two buses is within the range of rd . If it 
is, we can combine the two buses into one virtual bus, which will take part 
in the next round of computation of electrical distance. By increasingr, , 
all buses will eventually be merged into certain virtual bus sets. One 
exception is that a bus cannot be merged with any other buses if its 
electrical distance to all other buses is large. As shown in Figure 9.3, a 
nuclear power plant that is located at a long distance from the metropolitan 
area cannot be easily merged with other buses. 
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Nuclear 
Power 
Plant 

Metropolitan Area 

Figure 9.3 A Remote Nuclear Power Plant 

The electrical distance between two natural buses is calculated 
according to (9.5). However, the electrical distance between a natural bus 
and a virtual bus is calculated according to 

ed,, = ( e d t T  + e d r  ) 12 

where ed;" and e d r  are minimum and maximum distances between the 

single bus i and the virtual busj .  A natural bus will be merged into the 
virtual bus with which it has the minimum electrical distance. The 
electrical distance between two virtual buses is calculated according to 

(9.6), where ed? and e d r  are the minimum and maximum distances 

between the two virtual buses. By increasing the distance with the 
increments of rd , the number of single buses in Swill gradually decrease. 

Each virtual bus will form a control area when conditions in 
Section 9.3.1 are met. We state that the system partitioning can only be 
based on the electrical distance, as pilot buses are not be chosen before the 
system is partitioned into areas. To guarantee that there are sufficient 
reactive power resources in each area, the system should first divide 
generator buses and then load buses into areas using the method described 
above. In cases similar to that of Figure 9.3, expert knowledge would be 
required to put certain special buses in the proper control areas. 

9.3.4 Determination of the Number of Control Areas 

Theoretically, if we take m (i.e., the number of control areas) to be a 
function rd , which is the radius of control area for an n-bus system, the 

ratio of m to rd should be inversely proportional the corresponding points 

on the curve that connects (n, edmifl, and (1, ed,,,,), where edmifl and ed,, are 
the minimum and the maximum electrical distances of the system. Then, 
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only when rd becomes sufficiently large can the system be partitioned into 

feasible control areas. This is because if rd is relatively small, there will be 

many control areas in the system, which is not practical. The number of 
control areas can only be determined after rd is set. Below, we give a 

heuristic method to determine rd . 

Let us assume that bus k is the pilot bus of a control area. 
According to (9.3),akj is the ratio of voltage changes at buses k and j ,  and 

thus represents the ability of the pilot bus k to control the voltage at busj. 
If the system operator can approximatea,,. , the radius of the control area 

rd is determined according to 

rd =-2log a& 
10 

(9.7) 

Then, usingr, , we can proceed to find the number of control areas in the 

system. 

9.3.5 Choice of Pilot Bus 

The voltage/VAR control of an area is enacted by the monitoring and 
control of the voltage level of the pilot bus in that control area. Hence, the 
voltage level of the pilot bus must reflect the voltage profile of the entire 
control area. Furthermore, the voltage of the pilot bus must be controlled 
properly by regulating reactive power resources near the pilot bus. The 
usual way to accomplish this is to choose a large generator bus, capacitor 
bank, or reactor to be the pilot bus of an area. However, the feasibility of 
the result depends on the location of resources. 

Since the electrical distance represents the relations among bus 
voltage increments including that of the pilot bus, we choose a pilot bus 
based on the electrical distance. We select a bus k as the pilot bus of an 
area that satisfies the following criterion: 

where S, is the set of buses in the area. 
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The reactive power resources available for the voltage control in an 
area depend on the current operating state that can be represented by the 
voltage level of the pilot bus. We define the following two indexes to 
measure the available reactive power resources in a control area: 

v; -v; 
v; 

U =  x 100% 

I v; - vp 
v; 

I =  x 100% 

(9.9) 

(9.10) 

where V: represents the voltage level of the pilot bus at the current 

operating state, VJ the voltage of the pilot bus when area generators 

operate at the feasible upper limits of their reactive power generation, and 

VL the voltage of the pilot bus when area generators operate at the feasible 

lower limits of their reactive power generation. The values of u and I 
reflect the availability of reactive power resources based on the voltage 
level of the pilot bus. These values should be adjusted within the preset 
range for every control area 

9.3.6 Corrections Based on Expert Knowledge 

Due to the complexity of the power system structure, any approach to the 
automatic system partitioning would have difficulty in satisfying all 
practical requirements. Hence, it is necessary to modify the system 
partitioning results based on the system operator’s experience on the 
following issues: 

0 Determination of the number of control areas 

Determination of indices for reactive power resources 

Evaluation of the feasibility of pilot buses in the system 

9.3.7 Algorithm Design 

The partitioning algorithm for the hierarchical and distributed control of 
voltageNAR in power systems is summarized as follows: 
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i) Calculate electrical distances between any two buses 
ii) Integrate buses based on their electrical distances 
iii) Determine the radius of control areas or the number of areas 
iv) Choose the pilot bus for each area 

v) Check the reactive power generation in each area 
vi) Modify the partitioning results based on the operator’s experience 

The proposed algorithm calculates the number of areas and positions for 
pilot buses of a specific power system. The problem will become easier if 
the number of areas or the radius of each area is estimated in advance. In 
addition, if positions of pilot buses are already determined, we can partition 
the system more easily into control areas. 

9.3.8 Case Studies 

To illustrate the procedure of the automatic system partitioning process 
proposed above, we use a simple test system as shown in Figure 9.4. This 
system has 10 buses and 17 lines, and the network parameters are listed in 
Table 9.1. Table 9.2 shows the electrical distances between buses in which 
the minimum and maximum distances are 0.0504 and 0.4966, respectively. 
So, when the area radius rd is less than 0.0504, no bus will be merged and 
each bus would represent an independent control area. 

Figure 9.4 10-bus System 
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2 
3 
4 

31 9 

3 0.0046 0.0208 0.0027 0 

4 0.0024 0.0305 0.5810 0 
5 0.0000 0.0267 0.0000 0.99 

Tuble 9.1 1 0-bus System Parameters 

7 
8 
6 

i I  j l r l  X I Yc I K 
1 1  2 I 0.0119 I 0.054 I 0.0071 I 0 

8 0.0484 0.1600 0.0203 0 
9 0.0086 0.0340 0.0044 0 
9 0.0223 0.0731 0.0094 0 

Bus 
1 

1 1  3 I 0.0026 I 0.0322 I 0.6150 I 0 
1 1  8 I 0.0229 I 0.1888 I 0.0087 I 0 

1 2 3 4 5 6 7 8 9 

0.0000 0.0814 0.0676 0.1420 0.2111 0.4334 0.4841 0.3405 0.3314 

I I I I I 

3 1  9 I 0.0203 I 0.2682 I 0.0087 I 0 

5 1  6 I 0.0260 I 0.1196 I 0.0025 I 0 
6 1  7 I 0.0187 I 0.0616 I 0.0079 I 0 1 i ~ ~ 0.0215 1 0.0707 1 0.0091 ~ 1 
6 10 0.0384 0.0760 0.0302 0 

7 10 0.0224 0.1500 0.0423 0 

0.0744 0.2444 0.0313 
0.0595 0.1950 0.0251 

Table 9.2 Electrical Distances between Buses 

2 10.0814 IO.0000 10.0504 10.1 196 10.1929 10.4364 10.4966 10.3691 10.3445 
3 
4 

1 0.0676 I 0.0504 I 0.0000 I 0.0827 I 0.1564 I 0.402 1 I 0.4637 I 0.3400 I 0.3 1 1 1 

10.1420 10.1 196 10.0827 IO.0000 10.0835 10.3812 10.4639 10.3619 10.3202 

When rd is greater than or equal to 0.0504, the system partitioning 
process is described as follows: When rd  = 0.0504, buses 2 and 3 are 
merged into a virtual bus ~ 2 3  as shown in Figure 9.5. The electrical 
distances from bus ~ 2 3  to its neighboring buses are 

ed,,v23 = (0.08 14+0.0676)/2 = 0.0745 

ed,,v23 = (0.0827+0.1196)/2 = 0.10 1 15 
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When rd  = 0.0835, buses 4 and 5 are merged into a virtual bus v45, buses 1 
and ~ 2 3  are merged into a virtual bus ~ 1 2 3 ,  and the system partitioning is as 
shown in Figure 9.6. 

Figure 9.5 System Partitioning Results after Bus 2 and Bus 3 Are Merged 

Figure 9.6 System Partitioning Results after Bus 4 and Bus 5 Are Merged 



DISTRIBUTED CONTROL OF VOLTAGENAR 321 

In Figure 9.6 the electrical distances from buses ~ 1 2 3 ,  ~4~ to their 
neighboring buses are 

edv1233v45 = (0.0827 + 0.21 11)/2 = 0.1469 

ed8,v,23 = (0.3400 + 0.3691)/2 = 0.3546 

ed9,v123 = (0.3445 + 0.3 1 1 1)/2 = 0.3278 

ed6,v45 = (0.3812 + 0.3449)/2 = 0.36305 

ed9,v45 = (0.3202 + 0.3138)/2 = 0.3170 

When rd  = 0.1339, buses 8 and 9 are merged into a virtual bus vg9, the 
system partitioning result is as shown in Figure 9.7. The electrical distances 
from buses vg9 to their neighboring buses are 

edv123*v89 = (0.3 11 1 + 0.3445)/2 = 0.3278 

= (0.3138 + 0.3694)/2 = 0.3416 ed v45 ,"89 

ed6,v89 = (0.3335 + 0.2435)/2 = 0.2885 

ed7,vg9 = (0.2890 + 0.2279)/2 = 0.2585 

7 

Figure 9.7 System Partitioning Results after Bus 8 and Bus 9 are Merged 

When rd  = 0.1469, bus ~ 1 2 3  and bus ~4~ are merged into a new big 
virtual bus v12345, the system partitioning result is as shown in Figure 9.8. 
The electrical distances from buses v12345 to their neighboring buses are 
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ed6,v,2345 = (0.3449 + 0.4364)/2 = 0.3907 

edv89,v12345 = (0.3 1 1 1 + 0.3694)/2 = 0.34025 

When r d =  0.2585, bus 7 and bus v89 are merged into a virtual bus v789, the 
system partitioning result is as shown in Figure 9.9. The electrical distances 
from buses v789 to their neighboring buses are 

= (0.31 11 + 0.4966)/2 = 0.4039 
ed"12345,v789 

ed6,v789 = (0.2435 + 0.3335)/2 = 0.2885 

7 

Figure 9.8 System Partition Results after Bus vlZ3 and Bus v45 Are Merged 

v789 

Figure 9.9 System Partitioning Result after Bus7 and Bus v89 Are Merged 

When r d =  0.2885, bus 6 and bus v789 are merged into a new virtual 
bus v6789. The reference bus 10 is not supposed to participate in the system 
partition, as it will be automatically merged into the area where its 
neighboring buses are located. In this example, bus 10 will be merged into 
bus v6789 as shown in Figure 9.10. 
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At this time the system has been partitioned into two areas that are 
respectively represented by virtual buses q2345,  and v78910, which are two 
sets of buses. If the number of areas is set at 2, the system partitioning will 
stop here with the results shown in Figure 9.11. The electrical distance 
between these two areas is 

= (0.3 1 11 + 0.4966)/2 = 0.4039 
edv12345~V678910 

Figure 9.10 System Partition Results after Buses 6,10, and Bus V789 Are Merged 

Figure 9.1 1 System Partitioning Results When the Number of Areas is Set to 2 

When r d  is equal or greater than 0.4039, the entire system will be 
merged into one area. It is obvious that with the increase of rd ,  the number 
of areas will decrease. The relationship between the number of control 
areas and the control area radius r d  for the test system is illustrated in 
Figure 9.12. 

When the system is partitioned into two control areas as shown in 
Figure 9.1 1, the pilot buses of these two control areas are determined 
according to (9.8). The computation results for the selection of pilots in 
these two areas are listed in Tables 9.3 and 9.4, respectively. In this case, 
bus 3 is chosen as the pilot bus for area 1 and bus 9 is chosen as the pilot 
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bus for area 2. These results are consistent with the decision of the system 
operator, because a bus with the maximum number of lines in an area is 
usually chosen as the pilot bus of that area. 

12 1 

0 0.1 0.2 0.3 0.4 0.5 
Area Radius 

Figure 9.12 Relationship between the Number of Areas and Area Radius 

Table 9.3 Pilot Bus Selection for Control Area 1 

Table 9.4 Pilot Bus Selection for Control Area 2 

The partitioning of a system can be implemented by a computer 
program in which the increment for r d  can be built into each step. If in the 
example system above, where the minimum and maximum electrical 
distances are 0.0504 and 0.4966 respectively, we choose to conduct the 
system partitioning in 20 steps, then we would set the incremental rd in 
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each step would be set at (0.4966 - 0.0504)/20 = 0.0223. We notice, 
however, from the example that the system partitioning will be completed 
before rd reaches its maximum value of 0.4966. The results of this case 
study have shown that with the help of a system operator, the proposed 
system partitioning algorithm can obtain satisfactory results. 

9.4 DECENTRALIZED CLOSED-LOOP PRIMARY 
CONTROL 

As we emphasized earlier, the primary voltageNAR control is responsible 
for abrupt and major voltage changes that can seriously impact the power 
system security. Take the example of the bus voltage limits [0.85, 1.151, 
which means that the system will risk its security if voltages at certain 
buses fall out of this range. If such events occur, the primary control will 
take immediate action to restore bus voltages to their normal range. The 
bus voltages within the given secure range may not correspond to the 
optimal value of the objective function. In such cases, the system will 
operate normally, though away from its optimal solution. 

It is important to distinguish between the voltage change that 
affects the economic solution and the voltage change that affects the 
system’s security, as the system operator has different ways of handling 
these two situations. The system operator will try to eliminate violations 
that threaten the system’s security as quickly as possible, but if the voltage 
change will only affect the economic solution, the system operator will 
leave it to secondary and tertiary voltageNAR optimization. 

The primary control will take effect in response to disturbances, 
regardless of how the disturbances may affect economical system 
operation. For example, generator voltage controllers could respond to 
small disturbances at the corresponding generator bus. For large 
disturbances such as short-circuit faults or large load fluctuations, which 
can cause large changes in bus voltages, the primary voltage control 
devices such as AVC will respond instantly to voltage changes. The 
response will be based on sampling signals through a closed-loop control 
scheme as shown in Figure 9.13. 

AVC performance is crucial to the primary control for it has to 
respond quickly to voltage changes. As these disturbances are random, the 
primary control must be activated in real time with a closed-loop control. 
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k 

The distributed primary control should restore a voltage change 
within several seconds up to several minutes. In some cases a few devices 
might respond to a common voltage changes at the same time. For 
instance, AVCs of generators connected to a common bus might all 
respond at the same time as the pilot bus voltage drops suddenly. So an 
optimal scheme needs to be designed to coordinate AVC responses to that 
work to restore bus voltage to its normal level. 

Control Scheme k 

Figure 9.13 Scheme for Primary Control 

9.5 DISTRIBUTED SECONDARY VOLTAGENAR 
CONTROL 

9.5.1 Problem Description 

As we saw earlier, the secondary voltage control tries to keep a pilot bus 
voltage at its optimal level. For the purpose of voltageNAR optimization 
and control, pilot bus voltages are monitored in real time. If the deviation 
of a pilot bus voltage exceeds the preset threshold, the secondary 
voltageNAR control will take remedial actions immediately. Ideally 
secondary control can be performed very quickly. However, backed up by 
the primary control, the secondary control does not have to be adjusted as 
quickly as the primary control. It is imperative to make an analysis of the 
secondary voltage control and identify reactive power resources that can be 
utilized for the control, and those that are most effective for the control. 
Sometimes, in order to maintain a smooth control process, we need to 
apply a piecewise control process based on several steps. 

Certainly secondary voltage control can be implemented in a 
centralized manner. However, it may be unnecessary to perform an 
optimization for the entire system as voltages at a few pilot buses deviate 
from their preset optimal values. In fact we may prefer to realize the 
secondary voItage/VAR optimization and control in a distributed manner 



DISTRIBUTED CONTROL OF VOLTAGENAR 327 

because of the local property of voltageNAR control. Below we introduce 
a distributed optimization method for secondary voltage control. The 
method is based on system partitioning proposed in Section 9.3 which 
provides an online closed-loop secondary voltageNAR optimization and 
control model. 

9.5.2 Distributed Control Model 

Regardless of the coupling between active and reactive power and P-V 
buses being incorporated into load flow equations, we can derive the 
following formulation for Q-V iterations: 

AQ - [B AV] = [-] 
V 

(9.1 1 )  

where B is the Jacobian matrix and V is the vector of the system voltage. If 
the system is partitioned into na control areas, then we have 

The system can be further partitioned based on the method described in 
Section 9.3 to create sufficient reactive power sources in each control area. 
The interactions among neighboring control areas, however, are assumed to 
be negligible when the secondary voltage control is applied to each control 
area. Figures 9.14 and 9.15 represent the reactive power flows on the tie 
lines as equivalent reactive power loads or injections that remain fixed 
during the control process. 

Q 3, 

Control Area A Control Area B 

Qlk 

Figure 9.14 Neighboring Control Areas 
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QIL Qik 

Figure 9.15 Equivalent Tie Line Reactive Power 

Based on the assumptions presented above, we have 

We can rewrite (9.13) as 

Consider the ith control area in which load and generation buses 
are denoted with subscripts L and G, respectively, and the pilot bus is 
denoted with subscript p ,  which can be a generation or a load bus. Then we 
have 

If we assume that reactive power demands do not change during the 
secondary voltage control process, A Q L  = O  , then we can eliminate the 
load buses from (9.15) and retain generator buses and the pilot bus p .  
Accordingly we have 
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Let us further assume, for the purpose of voltage control, that there is no 
reactive power available at the pilot bus, which means A Q p  = 0 .  Then we 
have 

where (9.17) is the voltage control function for the pilot bus of the ith 
control area. If we choose the minimum adjustment of control variables as 
the optimization criterion, the optimal adjustments of generator terminal 
voltages can be calculated according to the following formulation 

1 

2 
min J = - AVG AVG 

subject to AVp = AVG 

(9.18) 

(9.19) 

where A = - E i J B p G .  From (9.19), we obtain 

AVG = A ~ ( A A ~ ) - ~ A V ~  (9.20) 

Accordingly (9.19) can be written more explicitly as 

Hence, each control area will perform its own secondary 
voltageNAR control in a distributed manner. If we chooseAQGas a 
control variable, we derive the following formulation: 

9.5.3 Closed-Loop Secondary VoltageNAR Control 

The real-time closed-loop secondary voltageNAR control process is 
shown in Figure 9.16, where an SVC is located at each area control center. 
The typical response period of the secondary voltageNAR control is about 
three minutes. 
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Reactive Power 

I I 

Figure 9.16 Closed-Loop Secondary VoltageNAR Control 

In Figure 9.16, the function of the area controller is to compare the 
real-time metered voltage Vpm with the preset optimal V,", which is the 
tertiary voltageNAR optimization result, and calculate AVp which will be 
used to calculate AVG or AQG according to (9.21) and (9.22). AVG or AQG 
will then be immediately sent to corresponding generators for reactive 
power adjustments. In case where AVp is large, the secondary voltage 
control will be completed in several stages in order to get a smooth control 
process so that the system can move from one steady state to another. For 
instance, if we consider M stages, then in the kth stage we have 

AVjk' = AV,IM (9.23) 

(9.24) 

All control areas should synchronize their staged control, and all 
adjustments should be completed within the given time limit in order to 
obtain a better performance for the stage control. 

9.5.4 Case Studies 

Recall the 10-bus system of Section 9.3.8, which was divided into two 
control areas as illustrated in Figure 9.1 1. When the interaction of these 
two control areas is disregarded, the voltage control in these two control 
areas will be implemented separately in a distributed manner. In the 
following, we perform the control function in area 1 in order to show how 
secondary voltage control works. 
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Suppose that the tertiary optimal value of the voltage at the pilot 
bus 3 in the control area is 0.995. However, the real-time load flow results 
show that the voltage at bus 3 is 0.920, and so it will need to be adjusted. 
We assume generators GI and G5 (the subscript is the bus number) will be 
rescheduled for this voltage control and buses 2 and 4 are the load buses. 
The distributed secondary voltage control in control area 1 will be 
implemented as follows. 

i) Calculate the deviation of pilot bus voltage as 

AV3 = V:’ - V T  = 0.995 - 0.920 = 0.075 

ii) Calculate the control variable VC 

The calculation result based on (9.16) for control area 1 is 

-8.093 16.2384 -8.1454 

7.5691 -16.0145 8.1451 
AQG /VG 

0.0000 38.2136 -38.2136 

Accordingly, we find that A = E2.0064 1.00641. Here (9.19) shows that 

iii) Calculate reactive power adjustments of generators according to (9.22) 

AQ, /Vl 12.3 194 0.9240 
AQG/VG =[ AQ5 /V5]=[ 7.58541 * 0.075 =[ 0.56891 

Suppose before the realization of voltage control, we have 
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Then 

0.83 16 [:::I = [0.5235] 

iv) Let GI and G5 adjust their terminal voltages or reactive power outputs 
within a given time limit such that the voltage at the pilot bus 3 in control 
area can be raised to the optimal value. 

9.6 DISTRIBUTED SECONDARY VOLTAGENAR 
CONTROL BASED ON REACTIVE POWER BIDS 

9.6.1 Introduction 

Unlike the traditional vertically integrated power system where all reactive 
power resources can be used by the system operator for voltageNAR 
optimization and control, the voltage/VAR control in a restructured power 
system is mainly managed by ancillary services. The IS0 obtains the 
required reactive power by participating in an auction to buy the cheapest 
reactive power supply for voltageNAR control. The reactive power supply 
in certain control areas may even be constrained by insufficient voluntary 
offerings during certain periods. In such instances, the IS0 mandates the 
participants to adjust their reactive power generation for voltageNAR 
control. 

It is assumed that there is a sufficient level of reactive power 
generation available for voltageNAR control in individual control areas. 
Hence, in most cases, the voltage of the pilot bus at each control area could 
be restored to its optimal value by just redispatching the local reactive 
power generation in that area. If voltages at several pilot buses deviate 
simultaneously from their preset values, they can be controlled 
independently at the respective control areas through a distributed 
optimization and control process. 

9.6.2 Optimization Based on Reactive Power Bidding 

In a restructured power system, the objective of the secondary 
voltageNAR control would be to regulate bus voltages to a certain level at 
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minimum cost. The area control center would first use cost-free facilities, 
including FACTS devices, tap transformers and phase shifters. If the cost- 
free facilities cannot regulate pilot bus voltages to their optimal levels, the 
area control center will then use reactive power adjustments to regulate the 
voltages. The area control center will choose reactive power adjustments 
with lowest bids in the ancillary services market. The optimization model 
is as follows: 

Ns 
Min Cciei 

i=l 

Subject to CQ. 2 ere‘ 

(9.25) 

(9.26) 

(9.27) 

where Ci is the bidding price of the ith reactive power supplier. 

9.6.3 Optimization Using Sensitivities 

The effect of reactive power adjustments on the pilot bus could vary with 
the location of the bus, which is due to the local property of voltageNAR. 
The adjustments near the pilot bus are more effective than those of remote 
facilities. It would be more cost-effective to utilize these resources though 
the reactive power generation near the pilot bus may be more expensive. 
Therefore, we consider the sensitivity of reactive power adjustments for the 
secondary voltageNAR control. 

When the area control center considers the sensitivity of reactive 
power adjustments, the optimization function for the secondary 
voltage/VAR optimization and control becomes 

N. 

Min C ci ei 
i=l 

Subject to CQi 2 Qreq 

(9.28) 

(9.29) 

(9.30) 

where Wi is the weighting factor for adjusting the ith reactive power 
resource. Wi is represented along with sensitivities for adjusting the ith 
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reactive power source to modify the pilot bus voltage. The calculation of 
the weighting factor is described in Appendix 111. 

9.6.4 Optimization and Control Considering Area Interactions 

If the voltage at a certain pilot bus is changed abruptly, additional reactive 
power support will be acquired from neighboring control areas. Thus, the 
area control center will form a large virtual control area which includes its 
neighboring control areas, and the optimization and control will be 
performed based on this newly formed virtual control area. The cheapest 
and the most effective reactive power adjustments will be utilized first. 
The mathematical model is almost the same as (9.28-9.30) except that the 
constraints of neighboring areas and tie lines must also be taken into 
consideration. 

Theoretically, the newly formed virtual control area will have a 
weak interaction with its neighboring control areas due to the locality of 
voltage/VAR. Therefore, distributed voltageNAR optimization and control 
will be implemented in the new virtual control area. But, if the newly 
formed virtual control area has significant interaction with its neighboring 
control areas, further merging will be required. This is due to the fact that 
the adjustment of reactive power generation in neighboring control areas 
will not only affect the pilot bus voltage of the internal control area but also 
the voltage value of the pilot buses of the neighboring control areas. 
However, when the voltageNAR optimization and control is performed in 
the newly formed virtual control area, all pilot bus voltages will be kept at 
their individual permissible ranges. The scheme for distributed secondary 
voltageNAR optimization and control with area interaction is depicted in 
Figure 9.17. 

9.7 CENTRALIZED TERTIARY VOLTAGENAR 
OPTIMIZATION 

9.7.1 Optimization Approaches 

In the daily operation of a large-scale power system, the power loads draw 
a significant amount of reactive power from the system. Hence, a power 
system must provide a reliable supply of reactive power to keep bus 
voltages within their permissible limits. In this regard the voltageNAR 
must be optimized in such a way that it will ensure the reliable and 
economical operation of the system. The tertiary voltageNAR optimization 
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Controllable? 

generally considers the power loss minimization of the entire network as its 
optimization objective. 

Distributed Optimization and Control 

I Deviation of Pilot Bus Voltage? I 

No 

Call for Reactive Power Supply 
Adjustments from the Local Control Area 

A V 

Call for Reactive Power Adjustments 
from Neighboring Control Areas 

Merge Neighboring Areas into A Bigger Control Area 

No 
Interact with Other Control Areas? 

Merge Neighboring Areas into a New Control Area 

Figure 9.17 Distributed Secondary VoltageNAR Optimization and Control with Area 
Interaction 

As discussed earlier, the function of tertiary voltageNAR control 
in the three-level hierarchical voltageNAR control scheme is to optimize 
the voltage profile of the entire system with respect to some given 
optimization criteria. The optimization results provide a control reference 
for the secondary voltageNAR control. 

In a traditional vertically integrated power system, the tertiary 
optimization is a function of CCC. However, in a restructured power 
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system, the optimization function is the responsibility of the ISO. The IS0 
does not possess any reactive power resources and will acquire reactive 
power from the ancillary services market. So the ISO’s initial intention will 
be to use static resources such as transformer taps, reactors, capacitor 
banks, and phase shifters to optimize the system voltage level. When there 
is still a possibility of further improving the voltage profile, the IS0 will 
purchase reactive power from reactive power providers. At the CCC or 
ISO, the tertiary voltage/VAR optimization will be performed periodically, 
and, if a substantial load or generation change is detected, the tertiary 
voltage/VAR optimization will be performed. 

9.7.2 Linear Optimization Approaches 

Linear programming (LP) has been recognized as an effective and reliable 
optimization approach that directly enforces limits on variables and 
constraints that are linear functions of the variables. The enforcement of 
such limits presents difficulties in classical nonlinear gradient or Newton 
techniques. The prominent drawbacks of LP lie in the requirement that all 
relations must be linear or formulated by linear functions. In the past, all 
linear techniques formulated dependent variables in terms of independent 
variables and eliminated dependent variables from the problem by means 
of a sensitivity analysis based on the power flow equation. This could 
reduce the number of variables of the optimization problem, but it was an 
inefficient and time-consuming process to form the sensitivity matrix by 
inversing the Jacobian matrix of large-scale power systems. 

To avoid the computation of the inversion of the Jacobian matrix 
and to apply decomposition techniques, we incorporate all system variables 
for reactive power in the optimization function. Although this formulation 
could increase the number of variables in the optimization problem, it 
decreases the number of constraints, which is realized by adding load and 
tap-changing transformer effects to the Jacobian matrix. So there will be no 
separate constraints imposed on the tap settings of transformers that need to 
be updated implicitly. Equality constraints are applied to load and junction 
buses by forcing a reactive power equal to the initial value of the reactive 
injection into the bus. Moreover dependent and independent variables are 
transformed into non-negative variables suitable for LP without increasing 
the number of variables of the optimization problem. 

The power loss of the entire system is a nonlinear function of the 
system variables. The objective function and constraints of the tertiary 
voltage/VAR optimization are linearized in the neighborhood of the current 
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operating state of the system. On the other hand, the variation of Jacobian 
coefficients is restricted to a small range by introducing a limited step size 
for voltage and transformer tap setting changes. The solution of the 
problem is based on the Dantzig-Wolfe decomposition technique in which 
the primal and dual solutions of the revised simplex method are utilized. 
The applications of LP and sparsity have reduced the required CPU time 
and memory space. 

P-Q decoupling is usually used to simplify the optimization 
process. The real power is assumed to be distributed optimally before the 
voltageNAR optimization is performed, and bus voltage angles are 
assumed to remain constant during the voltageNAR optimization process. 
This assumption is required so that the coupling between phase angles and 
reactive variables can be assumed to be small. 

9.7.3 Mathematical Models 

The objective of the tertiary voltageNAR optimization is to minimize the 
real power loss , which can be formulated as 

NL 
PL = C g k [ c 2  + V j 2  - 2yyj COS(S, - S,)] (9.3 1) 

k=l 

where gk is the conductance of line k connected between bus i and j . In 
order to use LP, the objective function is linearized as follows: 

= 2gk[v ,  - vj cos(6, - S,)] 
a Vi 

= 2g, [V, - vj cos(6i - S,)] dP, 
dVj  

(9.32) 

(9.33) 

The preceding formulation is used to calculate the partial 
derivative of pL with respect to voltages at buses i and j for every 
transmission line. Then partial derivatives associated with a certain bus are 
summed up to form the loss sensitivities with respect to all voltages in the 
system. Loss sensitivities are re-evaluated at the current operating state of 
the system at the end of every iteration of the optimization process. Hence, 
the real power loss increment APL is related to bus voltages changes as 
follows: 
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(9.34) 

or in matrix form: 

AP, = M . A V  (9.35) 

The control variables of the system are the reactive power 
generation at various buses and the tap positions of the control 
transformers. As noted in the formulation of the objective function, the 
voltage magnitude changes are the optimization problem variables. The tap 
positions of transformers are implicitly incorporated in the constraints and 
upper and lower limits imposed on the bus voltages of the system. 

Generally, variations in reactive power injections are represented 
as a function of voltage fluctuations at the same bus. So sensitivities with 
respect to the control variables are calculated. These elements are modified 
to take into account the effects of load variations and tap-changing 
transformers on the modified Jacobian elements. Once the elements of the 
modified Jacobian matrix are determined, the variations of reactive power 
injections are written as follows: 

AQ = J"AV (9.36) 

We categorize the system buses as one of two types: 

0 Buses with reactive power generation andlor connection to tap- 
changing transformer terminals. 

0 Load and junction buses that are neither connected to reactive power 
generation nor to tap transformer terminals. 

Let us number the buses of the first type from 1 to nc, and the 
buses of the second type from nc + 1 to nb. Then, using (9.36), we can 
write the following two separate equations: 

AQ, = J,"AV (9.37) 
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AQ, = J,"AV (9.38) 

where the dimension of the system Jacobian matrix J" is (nb)(nb), the 

dimension of J," is (nc)(nb), and that of J," is (nb-nc)(nb). By modeling 
the effect of loads and tap-changing transformers as reactive power 
injections that are formulated as functions of bus voltage magnitudes in 
J " ,  we can formulate the tertiary voltageNAR operation problem as 
follows: 

Min AP, = M - AV (9.39) 

Subject to AQ"" 5 AQ = J ; .  AV I AQ"" (9.40) 

J ; . A V = O  (9.4 1) 

AVmin I AV I AV"" (9.42) 

The control variables for this optimization are the outputs of 
reactive power sources in the system such as the reactive power generation 
of generators, the reactors, the capacitor banks, and transformer taps and 
phase shifters. The inequality constraints (9.40) are for reactive power 
source buses and for buses connected to transformer terminals. The 
equality constraints (9.42) are for load and junction buses. 

The linearized objective function above is used for real power loss 
minimization by controlling transformer tap settings, generators, and 
switchable capacitors reactive power generation, which are implicitly 
considered in the proposed formulation. The detailed derivation of 
objective function is described in [Dee91]. Here we need to point out that 
the following assumptions are taken into consideration: 

0 Bus voltage angles are assumed to remain constant during the 
optimization process. 

0 Real power injection at each bus is constant except at the slack bus. 

9.7.4 Dantzig-Wolfe Decomposition Method 

Suppose that the entire system is partitioned into na control areas; each 
control area has one control center which is responsible for the 
voltageNAR optimization and control of that area. Then the solution 
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procedure is based on the decomposition of system equations according to 
the available number of areas in a power system. Buses that link different 
areas will formulate the linking constraints. We consider the schematic 
diagram of Figure 9.18 in which several areas are linked together to supply 
the system load. On the formulation of the dispatch problem, areas 1 
through nu will form the subproblems in the decomposition procedure. 

Figure 9.18 Schematic Presentation of Multi-area System 

The voltage/VAR optimization problem is solved using the 
Dantzig-Wolfe decomposition method, which can reduce, in a very 
efficient way, the dimension of the problem by separating it into several 
subproblems; these subproblems are solved individually employing the 
simplex method. The master problem, which consists of the coupling 
constraints, will be solved by the revised simplex method. 

In the Dantzig-Wolfe decomposition method, system equations 
have to be decomposed according to individual control areas in the system. 
The constraints that represent links between bus voltages within a specific 
area will form a subproblem [Deeb91]. Any bus within an area which has a 
link to buses outside that area forms linking constraints. Say the system has 
nb buses in total and is partitioned into NA control areas. For area number 
i, let b represent the number of internal buses and let c represent the 
number of boundary buses that link neighboring control areas. In addition, 
for all control areas, internal buses will be numbered first and then the 
boundary buses will be numbers in the Jacobian matrix. Through this 
arrangement, the voltageNAR optimization problem can be formulated in 
the following block-angular form: 
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Subject to 

A1 AVI + A2 AV, + .. 

(9.43) 

*+AnaAVna =b, (9.44) 

= b, 

=b2 (9.45) 

Dna ''nu = bna 

I A T .  I ATmax,  i = l;--,na (9.46) 

where Ai  is the coefficient matrix that corresponds to linking constraints 

of area i and Di is a coefficient matrix that corresponds to the subproblem 
i of area i. The equations above can be rewritten in a more general form 

nu 

min c M i A V i  
i 

na 

subject to x A i A V i  
i=l 

DiAVi = bi 

AVimin I A Y, I AY,"" 

i =l , - . - , na  

(9.47) 

The LP formulation described by (9.47) allows us to apply the 
Dantzig-Wolfe decomposition technique. This way a large linear 
optimization problem can be converted into nu smaller ones of the 
following type: 
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min (AFL,i - m A i ) A c  

subject to D j A V j  = bj 
(9.48) 

where APL,i is the real power loss of area i. 

These subproblems are coordinated by a master problem, which 
provides them with a simplex multiplier m from the dual solution. The 
master problem includes the overall objective function and the linking 
constraints. Figure 9.19 depicts the solution procedure of the Dantzig- 
Wolfe decomposition method that is an iterative process between the 
master problem and subproblems. 

-4 Subproblem 1 1- 

Subproblem nu F 
Figure 9.19 Iterative Procedure of the Dantzig-Wolfe Method 

As noted in (9.48), upper and lower limits are imposed on the 
increments of bus voltages. Thus the size of each subproblem can be 
further reduced through the application of the upper bound technique so 
that upper and lower constraints may be dealt with implicitly by the 
simplex method. 

In the proposed Dantzig-Wolfe method, a revised simplex method 
is used to solve the master problem, which is to update the basis according 
to the solutions of the subproblems. In each iteration, the subproblem’s 
objective is revised according to the solution of the master problem. To 
hrther reduce the computation time and the iterations required for the 
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solution, the following techniques are incorporated in the proposed 
method: 

The number of constraints in (9.47) representing upper and lower 
limits of bus voltages is equal to the number of the buses of the system. 
By applying the upper bounding technique where variable limits are 
dealt with implicitly, the computation time will be reduced and thus the 
solution process of the proposed Dantzig-Wolfe method will be 
improved; 

The solution of the master problem depends on dual solutions provided 
by the subproblems. Depending on the criterion of the objective 
function, one column is introduced to the basis of the master problem. 
Therefore, if more information is derived from the subproblems at each 
iteration, the iterations required for the solution will be greatly reduced. 
This is implemented by adding more than one column to the basis of 
the master problem. 

More information about the subproblems will be used if more than one 
column is introduced into the basis of the master problem. The 
selection of these columns depends on the outcomes of the following 
steps: 

Update the objective function of the subproblems according to the 
solution of the master problem. 

Except for the subproblem that has already entered the basis, substitute 
the solutions of all subproblems in this new objective function, and 
solve the problem to determine which will enter the basis next; use the 
new information after introducing any vector in the basis. 

Repeat the process until the number of these inner iterations equals the 
number of subproblems, or the criterion of selecting the vector to enter 
the basis is accomplished. 

9.7.5 Case Study 

We consider the IEEE 30-bus system as an example to show how the 
proposed Dantzig-Wolfe method is used for the power loss optimization. 
The system is divided into three areas as shown in Figure 9.20 (see 
Appendix C for the system data). The loss optimization results by using the 
Dantzig-Wolfe method are listed in Table 9.5. The power loss convergence 
for the 30-bus system based on different algorithms used for solving the LP 
problem is shown in Table 9.5. 
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Table 9.5 Results of Different Methods Applied to the 30-Bus System 

2 

I - - - .  , .  

I 
I 

I I 

I I 

Figure 9.20 Area Partition of IEEE 30-bus System 
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I 

I 
I 

In this table, column A is the power loss at every iteration when 
the simplex method is used, and column B is the power loss at every 
iteration when the Dantzig-Wolfe decomposition method is used. 

I 

Solve Subproblem 1 I 
I 

9.7.6 Parallel Implementation of Dantzig-Wolfe Decomposition 

i Solve Subproblem nu 

The proposed Dantzig-Wolfe decomposition method can be implemented 
in a computer with a single processor. Initially the master problem and then 
the nu subproblems can be solved sequentially, as there is no dependency 
among subproblems. This serial solution process is depicted in Figure 9.2 1 
in which the framed solution process is a serial process. When na is large, 
this tertiary voltageNAR optimization process will be slow. 

1 

I 

To expedite the solution process, the serial solution method can be 
executed in a parallel manner, with the master problem and each 
subproblem solved by different processors. This parallel solution process is 
depicted in Figure 9.22 in which the frame solution process represents a 
parallel solution process. The parallel solution process can be implemented 
either in a parallel machine with multiple processors or on a LAN with 
multiple computers. 

I I 
I I 
I I I 

Figure 9.2 1 Serial Solution of the Dantzig-Wolfe Method 
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Figure 9.22 Parallel Solution of the Dantzig-Wolfe Method 

9.8 DISTRIBUTED TERTIARY VOLTAGENAR 
OPTIMIZATION 

9.8.1 Negligible Interactions among Neighboring Control Areas 

Suppose that the entire system is partitioned into na control areas, and each 
control area has a control center which is responsible for the voltage/VAR 
optimization and control of its area. Assume that the system is well 
partitioned, which means that the adjustments of the reactive power 
resources in a control area will mainly affect the voltage profile of that 
control area with little effect on the voltage profile of its neighboring 
control areas. Accordingly, the tertiary voltage/VAR optimization will be 
accomplished in a distributed manner, where each control area will only 
optimize and control the voltage of its own control area. 

This scheme can be utilized when the coupling among control 
areas is weak and power loss increments on tie lines are negligible during 
the optimization process. In this case we assume that tie flows are fixed 
and represented by a constant load or generation injection as depicted by 
Figures 9.23 and 9.24. 
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Control Area A Control Area B 
Plk 

Figure 9.23 Two Neighboring Control Areas CTk Control Area A PLJ 13 Control Area B 

Plk PIk 

Figure 9.24 Effect of Tie Line Power on Control Area 

The Dantzig-Wolfe decomposition method discussed in Section 
9.7 can be applied to individual control areas according to (9.47). Hence, 
the size of the problem will be reduced dramatically and a much faster 
solution will be obtained by utilizing distributed processing. 

9.8.2 Interactions among Neighboring Control Areas 

When the coupling among a few control areas is strong, interactions among 
these control areas have to be taken into consideration in the tertiary 
voltageNAR optimization and control. In this case, the tertiary voltage/ 
VAR optimization is implemented in a distributed manner based on the 
WAN which is composed of computers at each control center as illustrated 
in Figure 9.25. 
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Area Control Center 
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Figure 9.25 Distributed Tertiary VoltageNAR Optimization Based on WAN 
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Transmission Congestion Management 
Based on Multi-Agent Theory 

10.1 INTRODUCTION 

Major components of an electric power system are geographically 
dispersed and can exhibit global changes instantaneously as a result of 
local disturbances just like large telecommunications, transportation, and 
computer networks. An issue that the restructured power industries will 
face is controlling such a heterogeneous, widely dispersed, yet globally 
interconnected system. It is thought that it will be particularly difficult to 
control the power system to achieve optimal efficiency and provide 
maximum benefits to the consumers while allowing all market participants 
to compete fairly and freely. 

Several alternatives for the control of electric power networks call 
for the ISO’s intervention, as it has the responsibility and authority to 
facilitate less expensive power for market participants and at the same 
time to ensure the security and reliability for the system operation. Figure 
10.1 depicts a completely centralized control scheme for the power system 
operation and control that will require all measured data to be transmitted 
to the system control center, and detailed control command and signals to 
be sent to controllers dispersed in the system. For most purposes, 
especially in emergencies, this centralized control scheme requires high- 
speed and two-way communications to meet real-time control 
requirements. 

349 
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Local Measurements Local Controllers TT H System 
Control Center 

Local Controllers 

Figure 10.1 Centralized Control Scheme 

The availability of various advanced control devices has rendered 
the power system a prime candidate to benefit from a distributed control 
system. A distributed control scheme may not only be useful but also 
necessary for free competition in an electric power market, for centralized 
control by the system operator will be displaced by the coordination of 
individual market participants. 

The simplest distributed control scheme is to use distributed 
regulators. The performance can be improved by displacing the regulators 
with feedback or PID controllers. In times, however, as the distributed 
controllers increase in number, it may become necessary to supervise and 
coordinate their performance by adjusting their gains and switching 
points. Massive parallel processing will be required to handle the 
heightened complexity, the decision-making process approaches to real 
time, and the increased computational burden on the central computer. 
This way the computational load and the decision-making details can be 
distributed among local controllers. 

As shown in Figure 10.2, the idea for implementing this approach 
is to model relevant power system components as independent adaptive 
agents. These agents are partly cooperating and partly competing with 
each other while pursuing a common objective set by a minimal 
supervisory function. 
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Local Agent 

Figure 10. 2 Distributed Control with Autonomous Agents 

In a general sense, an agent is a proactive, personalized, adaptive, 
and autonomous entity. An agent can represent certain physical entities or 
constitute a piece of software without any visible appearance. The use of 
agents in modeling the engineering systems is not new. In the last two 
decades, multiple quasi-autonomous agents, which were usually called 
actors or demons, have already been used to assist human decision- 
making in many areas such as transportation, logistics, and batch 
manufacturing. Agents are used to represent certain functions, operations, 
or physical entities, and agent-based modeling has been applied 
successfully in many fields including the commodity markets, automobile 
traffic control simulation, field combat simulation and other military 
applications, robotics and manufacturing applications, ecological 
simulations, videogames, and many more. 

An intelligent agent is an agent that possesses certain human 
intelligence. An intelligent agent, as illustrated in Figure 10.3, is 
composed of four components: input interface, output interface, 
communication system, and decision-making system. For instance, in the 
context of a distributed control system, individual agents represent a local 
controller, comprising of one or more sensors andor actuators, a 
microprocessor with some memory, and two-way communications. An 
intelligent agent can think and function like a human being, although it 
may not necessarily have the physical form of a human being. A host is 
the entity that an agent represents. An agent communicates not only with 
its host but also with other agents. 
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Communication Decision-Making 

Figure 10.3 Agent Model 

10.2 AGENT-BASED MODELING 

From a programming point of view, agent-based modeling and simulation 
is largely a natural extension of the currently prevailing object-oriented 
methodology. In other words, agents are simply active objects that are 
used to model parts of a real-world system. In many computer 
simulations, agents have been employed to represent separate processes, 
which operate independently and interact with each other by exchanging 
the pertinent information. In these simulations each agent has a unique ID 
tag for addressing messages, internal data storage, and functions that 
respond to reactive and proactive behavior of objects and agents. 

The agent-based modeling usually starts with a group of active 
objects of a system. Various parameters, which usually describe the inter- 
relational behavior of agents, are assigned to each agent. These parameters 
depend on the particular system being modeled, and may include 
attributes, capabilities or strategies; behaviors such as cooperation, 
competition, or conflict; sources of strength and weakness, which may be 
physical, technological, intellectual, social, or political. Further the 
modeling requires a fitness function for each agent that represents 
required goals and constraints for the system. The modeling includes a 
sufficient variety of resources and strategies for improving the agents’ 
joint “fitness” for controlling the power system. 

One revolutionary idea in the agent theory is the adaptation of 
agents. Adaptation is the capacity for the modification of goal-oriented 
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individuals or the collective behavior in response to changes in the 
environment. There are two kinds of adaptation including active and 
passive adaptation. A passive adaptive agent responds to changes in its 
environment without modifying the environment. An active adaptive 
agent exerts some control or influence on its environment in order to 
improve its adaptive power. In effect, it conducts experiments and learns 
from them. Individual agents must exhibit enough flexibility to respond to 
environmental conditions and to other agents in a way that enhances their 
survival or meets other goals. 

In order to learn a strategy that increases its fitness, the agent has 
to gather and store enough information to adequately forecast and deal 
with changes that occur within a single generation. In this sense, a major 
issue in agent design is the interplay of short- and long-term evolution. In 
the longer time frame, agents (softbots) must learn new strategies and/or 
modify old ones in order to handle the real-time control. Their long-term 
fitness should be based mainly on the evolution of strategies for 
cooperation, methods for raising the sum of the game for all players 
[Axe194]. However, their strategies for a short-term operation must evolve 
in real time, so they may create temporary conflicts in the real-time 
control, which must also be resolved in that same time frame. To reduce 
conflicts in the short term, a “look ahead” for the real-time solution is 
required. The strategies for where and how to “look” are evolved over the 
long term. 

In addition to offering more flexibility and reliability, compared 
to that of aggregated modeling methodologies, agent-based modeling has 
the following advantages: 

0 Easier implementation of rule-based and qualitative specifications 

Easier implementation of complex boundary conditions 

Easier implementation on parallel machines 

Easier evaluation of the effect of initial conditions. 

It is believed that the application of autonomous, adaptive, and 
intelligent agents not only can improve the performance of power system 
optimization and control but also can provide new business strategies such 
as internal reorganization, external partnerships, and market penetration 
for participants. 
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10.3 POWER SYSTEM MODELING BASED ON 
MULTI-AGENTS 

The restructuring of power systems may ultimately be limited by the 
physics of electricity and the topology of the power grid. For this reason, 
it is of great value to model a power system in a control theory context. A 
power system can be taken as a complex adaptive system (CAS) for which 
the intelligent agent-based distributed control is the only practical way to 
achieve real-time optimization and control. The multiple agents-based 
CAS model developed by EPRI is based on a conceptual design for 
distributed control of the power system by intelligent agents which 
operate locally with minimal supervisory control [Wild97]. 

The design of agents for power systems attempts to integrate 
modeling, computation, sensing, and control to meet certain goals such as 
efficiency and security in a geographically distributed system, subject to 
unavoidable natural disasters, and operated by partly competing and partly 
cooperating business organizations. The CAS simulation is used in the 
modeling of the computational intelligence, which is required to automate 
the distributed control of a geographically dispersed but globally 
interconnected power network. This model is also used to test whether any 
central authority is required, or even desirable, and whether free 
economical cooperation and competition can, by itself, optimize the 
efficiency and security of the power network operation for everyone’s 
benefit. 

For the preliminary implementation of CAS, a generic model of a 
complete electric power system was developed by EPRI. This model 
employed multiple adaptive, intelligent agents to represent individual 
components such as generators, transformers, transmission lines, loads, 
and buses. These agents were taken as intelligent robots that can cooperate 
to ensure global optimal operation or act independently to ensure an 
adequate individual performance. For instance, a single bus will strive to 
stay within its voltage limits but still operate in the context of voltages and 
flows imposed on it by other agents. Similarly, other components have 
safety and capacity restrictions, such as maximum thermal limits, which 
may not be exceeded for more than specified time periods. The agents that 
represent these components will strive to stay in a state that is optimal 
both locally and globally. 

More complex components, such as a power plant or a substation, 
are modeled as a class and hierarchy of simpler components using the 
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object-oriented method. Agents and the subagents are represented as 
autonomous “active objects” that adapt gradually to their environment and 
improve performance even as conditions change. This model will be used 
to illustrate distributed sensing and control, as well as the evolution of 
business strategies in a power system. 

The multiple intelligent agents will act in a parallel and 
distributed manner; they can communicate via microwaves, optical cables, 
or power lines the information that is necessary to both global and local 
optimization. If a failure occurs in a certain local area, agents within that 
area will immediately respond to minimize the impact on the overall 
network. If the failure causes a system to breakup, agents will help 
isolated areas operate independently, and meanwhile help them re-join the 
network without creating unacceptable local conditions. 

When applied to the contingency planning, the agent-based 
approach will focus on potential failure modes and areas under the 
greatest stress. On the other hand, since individual agents need to 
collaborate with each other, it will be helpful for agents to have the 
complete information about others. However, this requirement may not be 
practical because detailed communications would require much time and 
broad bandwidth communication links. A feasible way to solve this 
shortcoming is to allow each agent a very simple representation of the 
entire system, and only the information about exceptions will be 
communicated intentionally and explicitly. Before a completely 
automated control system becomes practically available, intelligent agents 
are expected to provide power system operators with a means for the real- 
time optimization and control. 

This complete multiple-agent model can also serve as a 
convenient test-bed, without requiring any a priori assumptions about 
global scenarios for many other studies. The model can provide an insight 
into the evolution of power systems in response to various economical 
pressures and technological advances. It can also serve as a practical way 
to evaluate the impact of hypothetical changes to operating practices on 
the power system. The power market participants may use the model to 
examine the potential for embarking on new partnerships. 

The CAS research has provided mathematical and computational 
tools for the modeling and the design of power systems based on multiple, 
autonomous, intelligent agents, which are competing and cooperating in a 
distributed control environment. When combined with intelligent and fast 
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sensors and control devices, such a distributed control scheme could 
ultimately provide the foundation for the real-time operation and 
management of a fully automated power network, which would exhibit the 
following features: 

0 

0 

Measured by local autonomous intelligent sensors 

Modeled as a hierarchy of competing and cooperating adaptive agents 

Computing in a parallel and distributed environment 

Controlling local operations automatically in conformity with global 
optimization criteria 

Communicating merely the essential information, possibly over power 
transmission lines 

Robust enough to operate sub-optimally either individually or in 
groups when separated by disturbances. 

0 

0 

Since intelligent agents have already been used successfully for 
modeling traders in commodity markets, artificial agents representing 
buyers and sellers are employed to build an economic model of a bulk 
power market. In this application, agents observe changes in strategies 
used by others and adjust their bids accordingly before the market- 
clearing price is calculated. Unlike the games solved by von Neuman, this 
application signifies the repeated games with non-zero sum payoffs 
[Nash53]. 

A multiple agent-based approach is also used to perform risk- 
based contingency analysis [Kris98a,b]. This simulation involves two 
groups of intelligent agents. In one group, each agent represents a contract 
between a seller and a buyer; in the other, each agent represents a 
potential equipment failure, such as the failure of a transformer. Based on 
the power trading contracts and the probability of failures, each agent will 
estimate the probable cost of the additional power required to maintain all 
contracts after certain failures. The result of this simulation is a series of 
Pareto curves, which represent the network configurations for providing 
the security against contingencies at various risk levels. When the second 
group of agents is complete, the resulting Pareto surfaces will represent 
the trade-off between the losses of denying various combinations of 
contracts versus the loss of accepting the contracts but failing to hlf i l l  
them due to a certain contingency. 
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A comprehensive, high-fidelity, scenario-free modeling and 
optimization tool for power systems is being developed using agent-based 
modeling [Wild97]. This prototype tool includes four basic agent classes 
including generation unit agents, transmission system agents, load agents, 
and corporate agents. Considering that users may need to extend the 
model by specializing these agent classes or defining new classes to allow 
for different kinds of agents, the design and implementation of these 
agents are intended to be sufficiently generic. This project could gain 
strategic insights into the power market for certain applications such as 
real-time pricing, co-generation, and retail wheeling. Possible results of 
this model will be the development of conditions for attaining 
equilibriums in a power market, strategies, or regulations that can 
destabilize the market, mutually beneficial strategies, implication of 
differential incomplete information, and conditions under which chaotic 
behavior might develop. Further enhancements of this model may 
emphasize greater fidelity for each transaction corresponding to the 
network flows. In the next section, we provide an example of the 
application of agents in mitigating the network flow congestion in power 
systems. 

10.4 MULTI-AGENT BASED CONGESTION 
MANAGEMENT 

10.4.1 Congestion Management 

Congestion occurs when the scheduled energy exceeds the available 
transmission capacity (ATC) in either the day-ahead or the hour-ahead 
markets. If congestion happens on a transmission line, the IS0 will call 
for scheduling adjustments to eliminate the congestion according to the 
congestion management protocols. To manage the congestion, we divide 
the power system into zones. The zonal boundaries are determined by the 
corresponding values of locational marginal price (LMP) as LMP values 
will be quite close within each zone. 

There are two types of transmission flow congestion: inter-zonal 
and intra-zonal. The inter-zonal congestion occurs between contiguous 
zones or adjacent control areas, while intra-zonal congestion is 
constrained within a zone. The congestion is assessed on all-wheeling 
transactions when applicable, and participants will be subject to 
congestion charges. However, charges will not be allocated to firm 
transmission right (FTR) holders who schedule the flows within their 
existing rights. If an FTR holder schedules the flows above the allocated 
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FTR, the holder will be subject to congestion charges. Costs associated 
with congestion mitigations, including losses and wheeling, will be paid 
by the IS0 and recovered from transmission users. 

Most GENCOs and DISTCOs in a power system are scheduled by 
scheduling coordinators (SCs), through which a pair of GENCO and 
DISTCO signs a transaction contract. However, there are still a number of 
independent GENCOs and DISTCOs, which are not associated with any 
SCs. An independent DISTCO buys energy directly from the power 
market instead of a specified GENCO, and accordingly an independent 
GENCO sells energy directly to the power market instead of a specified 
DISTCO. The impact of a pair of GENCO and DISTCO scheduled by a 
SC on the congestion can be determined by the source and sink of their 
contract, while the impact of independent GENCOs or DISTCOs on 
congestion will be determined by tracing techniques such as their PDFs 
(power distribution factors) [Sha02]. 

The IS0 resolves congestion problems on a zonal basis. A 
congestion zone is a predetermined area where congestion is most likely 
to happen between zones. After the initial preferred schedules (IPSs) are 
submitted by market participants, the IS0 runs the first round of 
congestion check. If there is no congestion, the IPS will be published as 
the final schedules. If congestion occurs, however, all market participants 
including SCs and independent participants will be informed and given an 
opportunity to revise their IPSs. If congestion still exists after these 
voluntary schedule adjustments, the IS0 will use adjustment bids to 
alleviate the congestion. However, if adjustment bids submitted to the IS0 
are insufficient, the IS0 will try to adjust all schedules on a pro-rata basis. 
A default usage charge, which is the last accepted insufficient bid, will be 
set by the ISO. It is up to each individual SC to determine whether to 
submit adjustment bids and at what price. If no adjustment bid is 
submitted, SCs and other independent market participants will be 
considered as the “price taker” and will have,,to pay whatever the cost of 
congestion ends up to be. In case where the IS0 is forced to resolve the 
congestion, each SC’s portfolio will have to be balanced by its 
adjustments. 

The IS0 employs a market-first policy for the real-time 
management of intra-zonal congestion. Intra-zonal congestion is managed 
by utilizing energy adjustment bids based on their effectiveness and in 
merit order. Resources are to be increased or decreased on both sides of 
the intra-zonal congestion interface to relieve the congestion. Intra-zonal 
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congestion management is implemented so as not to inadvertently create 
inter-zonal congestion. The difference between an incremental bid and 
decremental bid is the grid operation charge associated with the 
congestion. In the event that there are inadequate bids to solve the 
congestion, reliability must-run resources can be utilized. 

Generally, the objectives of congestion management are described 
as follows: 

Allocate transmission capacity according to economic principles 

Create and present price signals to the market to guide generation, 
transmission and load management operating decisions and 
investments 

Adjust scheduled generation and load levels to prevent overloads of 
transmission facilities 

Minimize the ISO’s intervention in real time by allowing the forward 
market to manage the congestion 

The present congestion management is implemented through a 
linear program, which has defects in several aspects. The most 
distinguishing one is that the adjustments of relevant participants are 
limited by their initial adjustment bids, which were submitted at the same 
time with their initial preferred schedules. These adjustments bids are 
largely “blind”, because as participants submit bids they do not know: 

Where the congestion could occur 

How severe the congestion could be 

After they get the congestion information from the ISO, the 
market participants may find their previous adjustment bids were not the 
best. If they do not have an opportunity to revise their adjustment bids, 
some participants could get a severe charge. Since they cause the 
congestion unconsciously, the Participants should be given the right to 
“repent,” which means they would alleviate the congestion voluntarily and 
at their own cost. On the other hand, the present method also lacks 
flexibility. 

New trends in congestion management emphasize decentralized 
decision-making and operations, diversity, and choice in accomplishing 
tasks. New approaches should relate the individual’s benefits to the 
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system’s operations, since restructuring to some extent means substituting 
price signals for commands as a way to meet operational requirements. 
The price signal persuades market participants to behave consistently with 
operational requirements: aligning market interests with IS0  interests. The 
effectiveness of congestion mitigation depends on how participants react 
based on the congestion information that they receive from the ISO. 

Generally, congestion charges are calculated based on the amount 
of energy transmitted over the congested transmission lines. The 
congestion charges collected by the IS0 are first used to pay participants 
with counter schedules who helped alleviate congestion, and any 
remainder would be allocated to transmission owners or FTR holders. 

10.4.2 Application of Agents 

The agent theory has been proved suitable for solving problems where 
many entities compete and at the same time cooperate. Hence, agent 
theory can be applied to the congestion management when congestion 
occurs as GENCOs, DISTCOs, TRANSCOs, and SCs, compete for their 
own profits but also have to cooperate to eliminate the congestion most 
effectively. In this chapter, we propose a new congestion management 
protocol to eliminate the congestion more effectively and flexibly. Market 
participants are represented by their individual intelligent agents, which 
can seek useful information for their hosts, and discuss and negotiate 
trades with other agents. These agents can make their decisions on behalf 
of their hosts. By employing intelligent agents, market participants can 
make use of much useful information for the congestion mitigation. 

Compared with the existing congestion management methods, the 
proposed approach presents the following advantages: 

In traditional adjustment bidding methods, the level of adjustments are 
determined by the ISO. However, in the agent method, agents 
determine their adjustments according to the information they have 
obtained. 

In traditional adjustment bidding methods, market participants are 
passive. However, in the agent method, agents are active since they 
hold the rights on final decision. 

In the agent method, each agent can communicate with other agents 
for the information, which is usually regarded as trade secrets, such as 
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the available adjustment range and bidding price. This information can 
help for agents make their optimum schedules and adjustments. 

Any participant can participate in the congestion mitigation if its 
behavior is helpful to the congestion mitigation. 

0 

Next, we use a multi-agent based model to solve the congestion mitigation 
problem in a distributed manner. 

10.4.3 Agent Models of Market Participants 

Based on the framework of Figure 10.3, agent models of GENCO, 
DISTCO, TRANSCO, SC, and IS0 are depicted in Figures 10.4 through 
10.8 respectively. The difference between the agent models of an SC- 
scheduled GENCO and that of an independent GENCO is that the former 
may communicate with its associated SC. Communication of an agent 
with its host is necessary since the host may need to inform its agent 
frequently of important instructions. 

Interfaces to the KO, 
DISTCOs, and SC 

Decision Making 
Tools 

Interfaces to Other 
Agents 

Host GENCO 

Figure 10.4 Agent Model of GENCO 

The intelligent agents of GENCO, DISTCO, TRANSCO, SC, and 
the IS0 are different, and their hosts are responsible for their design 
according to their particular requirements and functions. The participants 
who are very concerned with congestion may select a high-performance 
agent, while others may opt for a simple agent, or merely to submit an 
adjustment range with their IPSs and not utilize an agent. 

One reason we want to use intelligent agents in congestion 
management is that market participants have difficulty in maintaining 
their trade secrets when they cooperate for the effective mitigation of 
transmission congestion. When intelligent agents are used, market 
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Interfaces to Other 
Agents 

participants can get any information they need to re-adjust their generation 
or demand, which can help them make optimal decisions. This is because 
intelligent agents are represented by codes instead of their real names 
when they negotiate with other participants. This way, trade secrets are 
not discharged if the negotiation fails. Another advantage of using 
intelligent agents is that the agents’ hosts can delegate certain jobs to the 
agents while the host is dealing with other issues. At any time the host can 
deal directly with its agent. 

Decision Making 
Tools SC Agent 

Interfaces to Other I Agents 

Interfaces to the ISO, 
GENCOs and SC 

Decision Making 
Tools DISTCO Agent 

I Host DISTCO 1 
Figure 10.5 Agent Model of DISTCO 

Figure 10.6 Agent Model of SC 
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t 
TRANSCO Agent 

Tools 

I I HostTRANSCO 

Figure 10.7 Agent Model of TRANSCO 

Interface to 
the EMS Database 

Applications for 
Congestion Management 

Interfaces to Other 
Agents 

Host IS0  

Figure 10.8 Agent Model of IS0 

10.5 MULTI-AGENT SCHEME FOR CONGESTION 
MITIGATION 

Consider that market participants send their intelligent agents to the ISO. 
These intelligent agents will be merged into a particularly organized 
congestion management package as a software module of the IS0 agent. 
The package provides a mechanism, similar to a “meeting room” or 
“bulletin board” where intelligent agents exchange information and 
negotiate with each other to seek the best way to mitigate transmission 
congestion. Each agent can get information about the congestion from, or 
publish its comments for the congestion solution methods on, this public 
bulletin board, and contact other agents directly. Such an information 
exchange mechanism is demonstrated on Figure 10.9. 
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Bulletin Board 

...... .._................ .. 

SC Agent 9 A Host SC 

Figure 10.9 Information Exchange among Agents 

To let agents exchange information freely, the IS0 assigns each 
agent a particular code that will be used instead of the agent's true identity 
during the whole congestion management process. Only the IS0 agent is 
aware of the true identity of agents. 

When congestion occurs, the IS0 agent broadcasts the 
information to all participants able to make decisions and to offer 
voluntary adjustments for congestion management. Not all adjustments 
are helpful to congestion mitigation, and not all agents may be available to 
take part in scheduling adjustments. Therefore, the IS0 divides GENCO 
and DISTCO agents into two groups according to their contributions to 
the congested line. The first group represents agents whose decremental 
adjustments could mitigate the congestion; the second group represents 
agents whose incremental adjustments could mitigate the congestion. 
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Figure 10.10 gives an example representing SC,: GENCO k and DISTCO 
L,  SCd: GENCO H and DISTCO N, SCf: GENCO 2 and DISTCO Y, as 
well as independent participants GENCO E and DISTCO M. Suppose that 
the transmission line between buses i and j  is congested and the system is 
thus divided into two congestion zones. Then, GENCOs in zone A and 
DISTCOs in zone B belong to the first group, and DISTCOs in zone A and 
the GENCOs in zone B belong to the second group. 

Zone A Zone B 

a L I I G u u I G u  p J W G l  
GENCO 

i \ flow340MW / j ODISTCOM\ 

Figure 10.10 Transmission Congestion 

To facilitate the negotiation, the agents in the first group are 
referred to as “red agents” and the agents in the second group are referred 
to as “green agents.” The red agents are subject to congestion charges if 
the congestion is not mitigated, while the green agents can get congestion 
credits if they provide adjustments for congestion mitigation. Suppose that 
GENCO K supplies 100 MW power to DISTCO L, and GENCO H 
supplies 80MW power to DISTCO N, all through the congested 
transmission line ij. The initial LMPs of the two congestion zones are 
LMP(OJA = 350$/MW and LMP(o)B = 450$/MW, which are calculated 
based on the bidding prices submitted by market participants. Once the 
IS0 publishes this information, SCC pays a congestion charge of 100 * 

gets the congestion credit of 80 * (LMP‘O’B - LIWP(’)~) = 80 MW * (450 
- 350) $/MW = $8,000. On the other hand, only the cooperation of a pair 
of GENCO and DISTCO agents in the same group will be accepted by the 
IS0  which could otherwise violate the energy balance. 

( L k f P ” B  - Lkfp‘O)~) = 100 MW * (450 - 350) $/Mw = $~o,ooo and SC, 

When congestion occurs, the IS0 agent publishes the information 
about the congestion to all agents as follows: 

0 Load flow information, especially on congested transmission lines 
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NodalPDFs 

External transfer schedules 

Zonal congestion costs 

Initial zonal LMPs interfacing the congested lines 

Adjustment resources and their bids 

Total SC interchange in each congestion zone. 

Based on this information and the negotiation results with other agents, 
individual agents make their final decision on voluntary adjustments for 
congestion mitigation. The process of congestion mitigation comprises 
three stages: 

1. 

2. 

3. 

Red agents decrease their generation and demand voluntarily at their 
own cost, since the congestion is theoretically caused by the red 
agents. If the congestion can be removed by voluntary adjustments, 
the IS0 will not impose any congestion charges on agents. 

If voluntary adjustments of red agents are insufficient to mitigate the 
congestion, the IS0 calls for voluntary adjustment from the green 
agents, which have nothing to do with the congestion but can make a 
profit when they help mitigate the congestion. At this stage, 
congestion charges and credits are used to persuade green agents to 
offer incremental adjustments. 

If the adjustments offered by green agents are not enough to mitigate 
the congestion, the IS0 agent takes mandatory adjustments. 

Figure 10.1 1 depicts the scheme for congestion mitigation. 

10.6 APPLICATION OF PDF TO CONGESTION 
MANAGEMENT 

The LP method used currently by the IS0 for congestion mitigation is 
based on a merit order of bidding prices. Although the IS0 tries to 
minimize the cost for congestion mitigation, in some cases this method 
cannot guarantee that the cost is minimized because it only takes the 
bidding price into account and does not consider the power distribution 
factors (PDFs). 
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Yes .)- 
* Is the congestion removed? 

No 

367 

ISO implements 
the adjustments 

IS0 publishes congestion information 

IS0 uses mandatory adjustments to 
mitigate the congestion 

Red agents voluntarily decrease their generation and 
demand at their own cost to mitigate the congestion, 

including rescheduling of red and green agents 

No 

Green agents voluntarily increase their generation 
and demand to mitigate the congestion 

IS0 terminates the process for 
congestion mitigation 

Figure 10.1 1 Congestion Mitigation Based on Multi-Agent Participation 

The PDF method, which is a common method for the load flow 
computation, is detailed in Appendix VI. The following example 
illustrates this point. Suppose that GENCOs L,  M, and N, which are in the 
red agents group, offer the adjustment bids listed in Table 10.1. 

If GENCOs L and M with lower bidding prices adjust their 
generation to mitigate the congestion, and disregard the fact that their 
adjustments are less effective on the congestion, the cost of congestion 
mitigation is calculated as follows. 
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Agent 

GENCO L 

GENCO M 

GENCO N 

Bid Price PDF Adjustment Range 

100 $/M W 0.10 [0,250] MW 

150 $/MW 0.15 [0, 1501 MW 

200 $/MW 0.30 [0, 1501 MW 

GENCO L first decreases its generation by 250MW: 

Congestion relief: 250MW * 0.10 = 25MW 

Adjustment cost: 250MW * 100$/MW = $25,000 

GENCO M decreases 100 MW of generation to mitigate 15MW of 
congestion: 

Congestion relief: 100 MW * 0.15 = 15 MW 

Adjustment cost: 100 MW * 150$/MW = $15,000 

The total adjustment is 250 MW + 100 MW = 350 MW 

The total cost to mitigate the congestion is $25,000 + $15,000 = 
$40,000. 

If power distribution factors are taken into consideration, GENCO N will 
decrease 133.4 MW of its generation to mitigate the congestion 

Congestion relief: 133.4 MW * 0.3 = 40 MW 

Total adjustment is 133.4 MW 

Total congestion cost is: 133.4 MW * 200 $/MW = $26,680 

The difference between the two schemes is $40,000 - $26,680 = $13,320. 

Although the price of GENCO N is higher than that of GENCO L 
and GENCO M, the adjustment of GENCO N is more effective because 
GENCO N is closer to the congestion line and has a larger PDF. This 
example demonstrates the necessity of considering PDFs in congestion 
mitigation. 
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10.7 OBJECTIVES OF MARKET PARTICIPANTS 

The participants in a power market have different objectives for their 
trading activities. Usually bilateral contracts involve a preset energy price 
upon which both sides of the contract reach an agreement, whereas for 
most independent participants, the energy transactions are settled based on 
MCP. In either case, congestion charges and credits are taken as an 
important factor in agent design. It is perceived that both congestion 
charges and credits will be due to supply and demand since in congestion 
mitigation, adjustments in demand and generation must be kept in 
balance. 

10.7.1 Objective of a GENCO 

The objective of a GENCO is to make the maximum profit from its 
trading activity. Suppose the initial preferred schedule of the ith GENCO 

Pg) in the red agent group (r) is denoted as P$!,i, and the corresponding 

congestion flow (CP) that would be subject to congestion charge is 

denoted as CP$L,, . This charge is determined in terms of the FTR that the 

GENCO owns on the congested line. For example, if LMPT’and 

LMPf))are the initial LPMs of zones A and B when the congestion 

happens, then the congestion charge (CC) of the ith red GENCO agent 
will be calculated as 

(10.1) 

where C Z ~ , , , ~  is the PDF of the ith red GENCO on the congested line. 

Figure 10.12 shows that U M P  = (LMPL’’ - LMP,(’)) when 

there is no adjustment for congestion mitigation, which would result in the 
ith independent red GENCO’s price (GP) as follows: 

GP = MCP - a,,r,i(LMPB(a) - LMPA/”) i’ 2 (10.2) 
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ALMP 

Figure 10.12 Actual Price of a Red GENCO 

Now suppose that the initial preferred schedule of the ith green 

GENCO is Pzi , i  , and CPzi,i is subject to congestion credit. Similarly, 

congestion credit (CD) of the ith green GENCO agent would be calculated 
as 

(10.3) 

Suppose that the ith red GENCO agent offers voluntary adjustment for the 
congestion mitigation. Then its objective function is given as 

Max Revenue= PG,r,i * hdcp - cPG,r,i (Lhdp, - LMP' ) / 2 (1 0.4) 

where PG,r,i is the final adjusted schedule, and LMP, and LMP, are the 

LMPs of the two congestion zones. The two LMP values could be 
different in case where congestion could not be mitigated by voluntary 
adjustments . 

The objective function of the ith bilaterally contracted red 
GENCO through an SC is 

Max Revenue= PG,r,i * P , -  CPG,r,i(LMPB - LMPA)/2 (10.5) 

where Pc,r,i is the final schedule for the red GENCO and P, is the 

energy price set by the contract. 
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Besides the congestion credits, green agents will also be rewarded 
by the IS0 for their voluntary adjustments. The objective function of the 
ith independent green GENCO is 

Max Revenue = Pc,g,i * MCP+ CPG,g,i (LMP, - LMP, ) I 2  
(10.6) + m;:,i * c;z,i 

where APG2,i is the adjustment for congestion mitigation andCE$,i is 

the adjustment bid. 

The objective function of the ith bilaterally contracted green 
GENCO through a green SC agent is 

Max Revenue = Pc,g,i * P,+ CPc,g,i (LMP, - LMP,) I 2  
(1 0.7) 

+mad' * 
G,g,i CGzj 

- p(0) + M a 4  G,g,i , CPG,g,i = aG,g,iPG,g,i . The decremental 
where pG,g,i - G,g,z 

production usually means the decrement in revenue. If the congestion can 
be mitigated by voluntary adjustments, the LMPs of the entire system 
would be the same and participants would not be subject to congestion 
charges. 

10.7.2 Objective of a DISTCO Agent 

The objective of a DISTCO agent is to minimize the payment for its 
energy transaction. Suppose that the initial preferred schedule of the ith 

red DISTCO isPfjiMW, 7 ,  and CPfji , t  is the fractionPfjisubject 7 ,  to a 

congestion charge. Suppose that LMP?) and LMPT) are the initial LMPs 

of zone A and B as congestion occurs. Then the congestion charge of the 
ith red DISTCO agent will be calculated as 

(10.8) 

where aD,r,i is the PDF of the ith red DISTCO to the congested line. 
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Suppose that the ith DISTCO offers voluntary adjustment for 

congestion mitigation, and Pi$,i denotes the amount of this adjustment. 

A positive Pi$,i means an incremental adjustment, while a negative 

Pi$,i means a decrement adjustment. The objective function of the ith 

DISTCO can be formulated as 

Min Payment=PD,r,i *MCP+CPDri(LMPB , ,  -LMPA)12 (10.9) 

The objective function of the ith bilaterally contracted red 
DISTCO agent is 

Min Payment = PD,r,i * Pc+ CPD,r,i (LMPB - LMPA ) I2  ( 1 0.1 0) 

where in both (10.9) and (lO.lO), = Pg!,i - Pi:,i , 
CPD,r,i = ~ t~ , , ,~  Here CPD,r,i is the part of power that would be 

subject to congestion charge if the congestion could not be mitigated. The 
objective function of the ith independent green DISTCO agent is 

Min Payment = PD,g,i * MCP- CPD,g,i (LMPB - LMPA ) I 2 
(10.11) adj * adj 

- mD,g,i ‘D,g,i 

The objective function of the ith bilaterally contracted green DISTCO is 

Min Payment = PD,g,i * Pc- CPD,g,i (LMPB - LMP, ) 1 2  
m a d j  * adj (10.12) 

- 
D,g,i ‘D,g,i 

The decremental demand usually means the loss in revenue. 

However, if is higher than MCP, the adjustment could bear a profit 

for the DISTCO. However, APi:,ishould be within a certain range so 

that the DISTCO can guarantee energy supply to its customers. 

10.7.3 Objective of a TRANSCO Agent 

In a restructured electricity environment, participants (agents) would need 
to pay for use of transmission lines. A TRANSCO gets revenue by 
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providing transmission capacity to other market participants. The revenue 
of a TRANSCO is constrained by its transmission capacity. The objective 
function of a TRANSCO can be formulated as 

m a x x x E i  * T .  J ,i (10.13) 

whereEiis the price for transmitting one unit of power over the ith 

transmission line, and Tj,i is the transmission capacity used by the jth 

agent. A TRANSCO intends to provide as much transmission capacity as 
possible. In some emergency cases, the IS0 could ask the TRANSCO 
agent to put additional transmission lines into service for temporary use. 

10.7.4 Objective of the IS0  Agent 

The IS0 will not intend to profit from congestion mitigation because of its 
role as a non-profit organization. Instead, since it is responsible for the 
optimal congestion mitigation, the IS0 has the objective of minimizing 
the cost of congestion mitigation. When PDFs are taken into account for 
congestion mitigation, the optimization function of the IS0 can be stated 
as 

min (@G,i * CG,i aG,i 4- h p , , i  * cD,i aD,i ) (10.14) 
i 

where @G,i , CG,i, and ~ t ~ , ~  are the adjustment, the bidding price, and the 

PDF of the ith GENCO, respectively, for the congested transmission line; 
similarly, APG,i , CD,i and aD,i are the adjustment, the bidding price, and 

the PDF of the ith DISTCO, respectively, for the congested transmission 
line. This function provides proper scheduling adjustments for all market 
participants. As mandatory adjustments are practiced, the IS0 will change 
participants’ supply and demand. 

The SC agent is responsible for coordinating its associated 
GENCO and DISTCO agents as it negotiates with other agents on behalf 
of its associated GENCO and DISTCO agents. In addition, an SC agent 
can help collect useful information on behalf of its associated GENCO 
and DISTCO agents through communications with other agents 
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To maintain the energy balance and to respect the market 
separation rules, GENCO and DISTCO that belong to one SC would need 
to cooperate for implementing the adjustments. To entice participants to 
actively participate in the schedule adjustment, it is usually assumed that 
congestion charges and adjustment revenues are shared equally by 
contracting agents. However, independent GENCOs and DISTCOs will 
not be allowed to make adjustments prior to identifying their partners’ 
adjustments unless the IS0 becomes responsible for maintaining the 
energy balance. 

10.8 DECISION-MAKING PROCESS OF AGENTS 

10.8.1 TRANSCO Agent 

A TRANSCO agent could possibly mitigate transmission congestion 
without any adjustments in the preferred schedules of GENCOs and 
DISTCOs. For simplicity we do not consider any competition among 
TRANSCO agents. A TRANSCO agent submits bids to IS0 for the 
utilization of additional lines by the ISO. The IS0 will negotiate the 
submitted bid with the corresponding TRANSCO for buying the right to 
use the line, and selling that right to other market participants. 

The IS0 will then publish the price and the allocated cost 
according to the participants’ PDFs. If certain participants, who utilize 
more than half of the capacity of the congested line, would agree to accept 
the published price, the IS0  will then utilize the new line. Otherwise, the 
TRANSCO agent will be required to re-bid its price. If no compromise 
can be reached, the IS0  agent will reject the usage of the new 
transmission line and call for voluntary adjustment bids. 

Let us consider a simple example for demonstrating the process of 
a TRANSCO agent’s participation in congestion mitigation. In the 
example, the TRANSCO has a standby transmission line ik that is not put 
into service for certain reasons such as preventive maintenance. Here, XIY 
in Figures 10.13 and 10.14 represents the ratio of the actual power X to 
the upper limit of transmission capacity Y. 
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150 MW/ 110 MW 210 MW/ 250 MW -_ --.. 
OMWI 80MW 

80MW i 70MWI 100MW 280MW 

Figure 10.13 Transmission Congestion without Standby Transmission Lines 

195 MW/ 250 MW 

DISCO K I 

100 MW/ 110 MW 

p E E q -  
80MW j 20MWl100MW 280MW 

Figure 10.14 Congestion Mitigation with a Standby Transmission Line 

Figure 10.13 shows the case where there is transmission 
congestion on line i j ,  and the TRANSCO agent submits a bid of C, for 
the use of line ik by the IS0 to mitigate the congestion. If this bid is 
accepted by the ISO, line ik is put into service as shown in Figure 10.14 
where the congestion on line i j  is mitigated. GENCOs L and M, and 
DISTCOs H and K will have to pay for this transmission service, and the 
cost of each agent is calculated according to 

i=4 

s; =c, *ai I& 
i=I 

(10.15) 

where ai is the power of the ith participant that flows on line ik, which is 
calculated based on PDFs. 
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If GENCOs L and M, and DISTCOs H and K plan to mitigate the 
congestion by voluntary decremental adjustments, then the cost of each 
agent is 

Sib r Mi * (CjO’ - Ci) (10.16) 

where w a n d  Ci are voluntary decremental adjustments and the price of 

the ith agent for the congestion mitigation Cj0) is the price of IPS. 

If Sit < Sib, participants will agree to use the standby transmission 
line; otherwise, participants will resort to adjustment bids. All agents will 
declare their choices to the ISO, which will make the final decision 
accordingly. 

10.8.2 GENCO and DISTCO Agents 

An important issue in a GENCO’s or a DISTCO’s decision is the 
estimated congestion charge. When (LIWP~‘~’ - LMPAf0)) is high, a 
GENCO agent and its partner DISTCO agent might consider using 
voluntary adjustments for congestion mitigation. The adjustments of 
GENCO and DISTCO would serve two functions. First, they would 
reduce the usage of congested lines; second, they would decrease the 
difference of (LMPB - LMPA) as the congestion is mitigated. However, the 
realization of these two issues will depend on the competition of 
adjustment bids. 

Suppose that the total number of red agents is Nred,  and the 
overload on the congested transmission line is Per, which is theoretically 
caused by red agents. To mitigate the congestion, we would have 

(10.17) 

where Nredg and Nredd are the numbers of red GENCO and DISTCO agents 
respectively, and Nred = Nredg + Nredd. 

Assuming that every red agent will have the same opportunity to 
participate in congestion mitigation, which means they offer similar 
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adjustment bids, the kth red GENCO and DISTCO would decrease their 
respective generation and demand by 

1 
&D,k =- 

aD.k 
P O v e r  - 

i=l 
i#k 

i=l 

i=l i=l 
i#k J 

(10.18) 

(10.19) 

Because of the energy balance requirement, each SC should keep its 
generation and demand adjustments in equilibrium. However, this does 
not include any SCs’ rescheduling. 

Most often, agents will compete for congestion adjustment bids; 
they will re-adjust their power generation or demand according to the 
severity of the congestion. The common goal would be to eliminate the 
congestion while maximizing their profits. However, not every red agent 
may want to participate in congestion mitigation. If a red agent is not 
subject to a large congestion charge, it will not offer adjustment bids for 
congestion mitigation. Some other red agents might be constrained by 
their contracts and thus prohibited from participating in congestion 
mitigation. Therefore, the actual adjustment of a red agent is expected to 
be higher than the value calculated from (1 0.18) and ( 10.19). 
Nevertheless, as some agents offer to make larger adjustment, other agents 
will get fewer opportunities to offer adjustments than might be expected. 

10.9 FIRST-STAGE ADJUSTMENTS 

The first stage is to let the relevant red agents adjust their schedules 
voluntarily at their own cost. The IS0 publishes congestion information 
including the place, the amount of overload, the color of each participating 
agent on a blackboard which can be viewed by all agents as shown in 
Table 10.2. An agent wanting to modify its IPS would consider the 
adjustment range and bids. To prevent some agents from making a profit 
by raising bid prices, we could impose a constraint that bid prices cannot 
be higher than that of initial bids. 
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Location of 
Congestion 

j-k 

Table 10.2 Congestion Information 

Overload LMPA LMPB 
(MW) ($/MWh) ($/MWh) 

50 50 76 

10.9.1 Rescheduling of GENCOs 

An effective way to reduce congestion charges is to reschedule generation 
and demand among SCs; this especially benefits SCs whose associated 
DISTCOs do not have much capacity for re-adjustment. In the example, 
shown in Figure 10.15, SC, is associated with GENCO K in zone A and 
DISTCO L in zone B. According to the contract, GENCO K must supply 
250 MW to DISTCO L on the following day, but there is congestion on 
transmission line ij. If DISTCO L does not provide any decrements, then 
GENCO K and DISTCO L could be fined 250 MW * (LMPB - LMPA) 
$/MW = 250MW * (450 - 350) $/MW = $25,000. But if SC,, GENCO K 
and DISTCO L agents can identify GENCO agents, for instance GENCO 
H, who can supply an additional 200MW, then GENCO K and DISTCO L 
will receive a reduced congestion charge by 200 * 100 = $20,000 per 
hour. 

Zone A Zone B 

Figure 10.15 Rescheduling of SCs 

In addition to the transfer of payment by DISTCO K from 
GENCO K to GENCO H, GENCO E could share the saved congestion 
charge of GENCO K and DISTCO L. Since GENCO K and DISTCO K 
are not in a position to make the deal feasible, most of the reduction in the 
congestion charge will be transferred to GENCO H. Suppose that GENCO 
H bids its marginal price CH-,,,orginnl in the power market. When CH-,,,arginal 
is higher then MCP, GENCO H will not be accepted by the market. But, 
if MCP + (LMPB - LMPA) are equal to or greater than CH-margjnoh GENCO 
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H will possibly sign the contract with GENCO K and DISTCO L, to 
supply the generation. 

The problem here is to find such a GENCO E for SCk. The SC,, 
GENCO K and DISTCO L agents will seek any useful information and 
negotiate with any potential green agent candidate. To facilitate the search 
for a partner, SC,, GENCO K and DISTCO L,  and GENCO H publish the 
messages seen in Figures 10.16 and 10.17 on the bulletin board, in which 
AC is the incremental price offer above MCP. 

A32 (code of GENCO M) 

Offer price (MCP + AC) 
for generation in Zone B 

I I 

Figure 10.16 Message Used in Asking Generation 

A56 (code of GENCO E) 

Bid generation price (MCP + 
AC) in Zone B 

Figure 10.17 Message Used for Offering Generation 

After viewing the information published on the bulletin board, the 
SCk, GENCO K, and DISTCO L and GENCO H will negotiate on the 
price. To maintain their proprietary data, agents use their codes instead of 
their real identity during negation. Whether GENCO H is associated with 
a SC or is an independent GENCO, it will be offering additional 
generation with an appropriate price. Independent GENCO agents of zone 
A will also compete for rescheduling when it is subject to congestion 
charges. 

Successful agents will inform the IS0 of their negotiation results 
for the rescheduling of SCs before certain deadlines, and the IS0 will 
publish this information as shown in Table 10.3 on the bulletin board, for 
all agents. 
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Agent 
code 

45 

Table 10.3 Rescheduling of Agents 

Zone PDF of previous PDF of PDF of new Amount of energy 
GENCO DISTCO GENCO to be rescheduled 

(MW) 

A 0.32 0.28 0.22 30 

According to Table 10.3, the IS0 agent calculates the mitigation 
of congestion by the rescheduling of GENCOs as 

Where N,,, is the total number of rescheduling of GENCOs. aGpre,iand 

are PDFs of the previous and the new GENCOs of the ith a G,,, ,i 

rescheduling in Table 10.3. Mj is the amount of negotiated power to be 
rescheduled. 

If 4 7  0, the congestion would be successfully mitigated 

through the rescheduling of GENCOs. The rescheduling of SCs is at 
additional cost for red agents. If green agents obtain appropriate offers, 
they will accept the offers. For a meshed network, the congestion 
mitigation would involve PDFs that make the situation more complicated. 

10.9.2 Adjustment Process of Red Agents 

An agent can submit to the IS0 a new decremental adjustment scheme 
that consists of an adjustment range and a bidding price. An SC agent 
submits this adjustment request on behalf of its associated GENCO and 
DISTCO agents. A pair of independent GENCO and DISTCO agents can 
also submit their adjustment requests to the IS0 as one unit after they 
have reached an agreement on decremental adjustments for their 
respective generation and demand. The IS0 then publishes on the bulletin 
the available information for voluntary adjustments as shown in Table 
10.4. 
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Code of SC 
Agent 

45 

Adjustment range Bidding Price P Minimum Maximum 
[ Pmim Prnaxl (MW) ($/MWh) PDF PDF 

[o, 301 50 0.08 0.28 

The IS0  agent calculates the following values: 

N 
Apmin = C arnin,iAprnin,i (10.21) 

A p m a x  = C a r n a x j  A p r n a x j  (10.22) 

i=l 
N 

i=l 

where arnin,i and amax, i  are the minimum and maximum PDFs of GENCO 

and DISTCO agents associated with the ith SC, Apmin,i and are 

the minimum and maximum adjustments of GENCO and DISTCO agents 
associated with the ith SC. 

If Apmin 2 pover , which means that sufficient adjustments are 
available, the IS0  agent will inform participants that each agent needs to 
adjust its minimum amount to mitigate the congestion. However, each pair 
of agents has the right to adjust their generation and demand as long as 
their adjustments are within the submitted range to the ISO. In the case 

where Ap,,, < paver , voluntary adjustments would be insufficient and 
mandatory adjustments are required. In this case most agents would want 
to implement their maximum adjustments to reduce congestion charges. 

In the case where Ap,,, > paver > Apmin , there would be space 
for agents to adjust their generation and demand to eliminate the 
congestion. The IS0 agent will publish a list based on the merit order of 
bidding price/APDF as shown in Table 10.5, where M is the total number 
of participating agents, and the second column is given in an ascending 
order. APDF is the average PDF of paired GENCO and DISTCO agents. 
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Table 10.5 Order for Decremental Adjustment 

Order Agent Code Price ($/MWh)/AF'DF 

38.23 

A57 48.12 

The kth pair of agents would adjust its generation and demand 
according to the following formulation: 

where AFG,i =APD,i to maintain a power balance, and 

UG,~ = AF'D,~ E [emin, ,ma'] is the optimization result for the ith agent. 

An agent can estimate its loss by assuming that the congestion is 
entirely mitigated; that is LMPB - LMPA = 0. All agents must check if 
their losses are within acceptable range. When congestion is mitigated, 
the financial loss to an independent GENCO is estimated as 

LG,i = (PG,, (0) - PG,i) * MCP (10.24) 

where P z )  is the initial preferred scheduling submitted to the ISO, PG,i is 

the generation after the voluntary adjustment for congestion mitigation. 
MCP is the market-clearing price set by the power exchange. 

Similarly, the financial loss to a GENCO or a DISTCO, scheduled 
through an SC, is estimated as 

where CG,j  is the energy price set in the bilateral contract. 

The IS0 agent supervises the entire adjustment process. It 
calculates Pverl,ft_new after each agent has completed its adjustment, when 
Pverlefl-new becomes zero. When the congestion is mitigated, the IS0 agent 
terminates the adjustment process. However, if the congestion is not 
mitigated after the first round of adjustments, the IS0 may possibly allow 
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agents to perform a second round of adjustments. The second round of 
adjustments would be broader, and the bidding price would be lower than 
that in the first round, and this implicitly keeps the first round of 
adjustments valid. If the congestion would not be eliminated after the 
second round of adjustments, additional voluntary adjustments of green 
agents would be sought. 

10.10 SECOND STAGE ADJUSTMENTS 

At the second stage, the IS0 uses congestion credits to entice participants 
to provide more voluntary adjustments. The red agents who would be 
subject to congestion charges are supposed to have done their best to 
adjust their generation and demand at the first stage. Hence, only green 
agents would make voluntary adjustments for congestion credits at the 
secondary stage. Theoretically, green agents have nothing to do with the 
congestion and thus have no obligation to participate in the congestion 
mitigation. In a competitive environment, certain factors might inspire 
these agents to participate in congestion mitigation. Green agents would 
profit by acquiring more congestion credits than if they offered voluntary 
adjustments for congestion mitigation. The only requirement is that their 
adjustments accommodate the congestion mitigation; otherwise, their 
adjustments will be rejected by the ISO. 

Green SCs, which are associated with DISTCO and GENCO 
agents in zones A and B, respectively, would be able to increase their 
generation and demand when congestion credits are made because the 
DISTCOs in zone A can buy energy from GENCOs in zone A at a price 
not higher than LMPA, while GENCOs in zone B can sell energy at a price 
above LMPB. However, since LMPB is greater than LMPA, and there are 
no extra conditions, green SCs cannot accommodate both sides. So 
congestion credit must be considered. 

When a green SC agent wants to participate in congestion 
mitigation, it must seek relevant information from both congestion zones, 
pass it to its associated GENCO and DISTCO agents, and let them 
negotiate a bidding price. If independent green GENCO and DISTCO 
agents participate in the congestion mitigation, they will seek a partner at 
this secondary stage, and then negotiate with that partner on a bidding 
price to be submitted and accepted by both sides. 
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Agent Code 

23 

A pair of GENCO and DISTCO agents will submit one price to 
the ISO. The I S 0  publishes the adjustment information as shown in Table 
10.6 on the bulletin board after it receives all the adjustment bids. 

Adjustment Bidding price Minimum PDF Maximum PDF 

45 56 0.1 1 0.34 

Amount (MW) ($MWh) 

Table 10.6 Available Incremental Adjustments of Green Agents 

According to the information in Table 10.6, the IS0  calculates 

Ngreen 

&green = c(aG,g,iAPG,g,i +aD,g,ihpD,g,i) (10.26) 
i=l 

where N,,,, is the total number of green agents participating in the 
congestion mitigation. AFG,g,i and APD,g,i are incremental generation and 

demand of the ith green SC. APG,g,i is equal to APD,g,i, 

andaD,g,i are PDFs of the associated GENCO and DISTCO agents. If 

Apgree,, < pleft new,  the voluntary adjustments are insufficient; however, 

for Apgreen 2 pleft-new, the IS0 agent will inform the participating green 

agents of a possibility effective congestion mitigation. In either case, the 
IS0  agent will publish a list as shown in Table 10.7 in which the third 
column is given in an ascending order. 

over 

over 

Table 10.7 Order for Incremental Adjustments 

Order Agent Code Price ($NWh)/PDF 

35.78 

A27 29.45 

The first pair of agents on the list would adjust their generation 
and demand first, and remaining agents provide their adjustments in the 
orders given on the table. The IS0 agent monitors the extent to which the 
congestion is mitigated, which is similar to that of the first stage. The 
adjustment process will continue until the congestion is mitigated or all 
agents have exhausted their adjustment ranges. This process is performed 
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A25 

once, and if the adjustment is insufficient, the IS0 will use mandatory 
adjustments to mitigate the congestion. 

scd 

10.11 CASE STUDIES 

Congestion Place 

Line ij 

10.1 1.1 Congestion Information 

Overloaded Energy LMPA LMPB 

40 MW 220 $/MW 370 $/MW 

The IS0  locates a 40 MW overflow on the line between nodes i and j in 
Figure 10.10 after clearing the market. The congestion mitigation process 
is discussed as follows. 

The IS0 assigns a code to each agent to conceal itsr identity as 
shown in Table 10.8. Then, the IS0 publishes the PDF and agent property 
information given in Tables 10.9 and 10.10 on the bulletin board. A red 
agent can only be decremented and a green agent can only be 
incremented. Each agent submits its adjustment range and bidding price to 
the IS0 along with its IPS. 

Table 10.8 Codes of Agents 

Represented 
ParticiDant 

Agent code 
I I 

GENCO K 

DISTCO M 

A10 DISTCO N 
I I I I A12 I DISTCOL I 
I I I I A15 I GENCOE I 
I I I A20 I GENCOH I 
I I 

DISTCO Y 1-1 
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Table 10.10 PDF and Property of Agents 

10.1 1.2 The First-Stage Adjustment of Red Agents 

SC, is associated with the GENCO K and DISTCO L,  and 100 MW is 
scheduled between these two participants. Accordingly SCk, GENCO K, 
and DISTCO L,  are subject to following congestion charge: 

lOOMW * (370 - 220) $/MW = $15,000 

Suppose that the contract price of SC, is 250 $/MW and MCP is 
280 $/MW. To avoid congestion charges, SC, tries to locate other SCs for 
rescheduling. So it publishes the information given in Figure 10.18 on the 
bulletin board. Suppose that GENCO H cannot supply energy to the 
market, since its bid was 300 $/MW. This GENCO will now get a chance 
to re-submit by publishing the information in Figure 10.19 on the bulletin 
board. 

A01 offers a price $(250 + 70) for 
generation in zone B 

Figure 10. 18 Message Asking for Generation 
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A32 

A20 bids a price $(250 + 60) for 
generation in zone B 

R 2200 

Figure 10. 19 Message Offering Generation 

A33 

Then SC, would select A20 as its business partner. Suppose that 
the partners make an agreement to exchange 20 MW and SC, reduces the 
congestion charge by 20 MW x (370 - 220) $/MW = $3000. If the 
congestion cannot be mitigated, A20 will make 20 MW * 320 $/MW = 
$3000. According to the PDF information in Table 10.10, congestion is 
mitigated by 0.21 * 20 + 0.18 * 20 = 7.8 MW after the rescheduling of 
SC. Hence, line i j  would still have (40 - 7.8) MW = 32.2 MW of 
overloaded flow. Suppose that these two SCs are the only ones that will 
provide rescheduling. The IS0 agent calculates new LMPs as LMPA = 
200 $/MW and LMPB = 310 $/MW. Then, the congestion credit for A20 
is 20MW * 0.18 * (310 - 200) $/MW = $396. So, SCk is subject to a 
congestion charge of 80 MW * 0.21 * (310 - 200) $/MW = $1848, and 
A05 is subject to congestion charge of 50 MW * 0.15 * (310 - 200) $/MW 
= $825. 

R 4400 

Suppose that the SCs’ congestion charges are calculated 
according to the scheduled energy between zones A and B rather than by 
using PDFs. A33 has scheduled 40 MW for A30 from zone A to zone B, 
so it is subject to the congestion charge of 40 MW * (310 - 200) $/MW = 
$4400; A30 and A40 will each bear half of this congestion charge. The 
agents’ congestion charges based on new LPMs are listed in Table 10.1 1. 

Table 10.1 1 Congestion Charges of Red Agents 

Agent code 

A05 412.5 
I I I I 

I I 

I I I A30 I R I 2200 I 
I I 
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Agent 
code 

A22 

A3 3 

These agents will offer voluntary adjustments to mitigate the 
congestion by submitting bid prices and adjustment ranges. The bid price 
cannot be higher than the adjustment bidding price in the IPS in order to 
keep participants from making excessive profit. Suppose that A05 cannot 
find a partner for its adjustment. Then it can neither meet the market 
requirement of balanced power nor participate in the adjustment. A22 and 
A33 submit their voluntary adjustment bids to the IS0 on behalf of their 
GENCOs and DISTCOs. The IS0 will publish this information as listed 
in Table 10.12. From the information in Table 10.12, the IS0 agent will 
produce and publish the information shown in Table 10.13. The APDF in 
the table is the average of PDFs of the associated participants. 

Adjustment range 
Bidding Price [APmin, APmax] Minimum PDF Maximum PDF 

250 [ 10,401 0.17 0.2 1 

200 [15,501 0.23 0.27 

Order 

1 

2 

Agent Code Price/APDF 

A33 800 

A22 1316 

A33 gets the right to adjust its schedule first. Suppose that it decides to 
make a reduction of 30 MW. Then the IS0 agent calculates the remaining 
overloaded flow on the congested transmission line according to (10.23): 

over P ~ ~ ~ - ~ ~ ~  = 32.2 - (30 * 0.23 + 30 * 0.27) = 17.2 MW 

Since the congestion is not completely mitigated, A22 will have to make 
an adjustment. Suppose that A22 decides to make a reduction of 40 MW 
so that the remaining overloaded flow on the congested transmission line 
is 

over P , ~ ~ - ~ ~ ~  = 17.2-(40*0.17 +40*0.21)= 2.0MW 

There is still 2 MW to be mitigated on the congested transmission line. 
Suppose that the adjustment could be repeated. Then, if A22 and A33 
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Agent Code 

A25 

have further adjustment possibilities, they can do so in the second round. 
Let us suppose that A22 and A33 cannot make adjustments in a second 
round. Hence, we need a second stage for mitigating the congestion. 

Bidding Price Adjustment range Minimum Maximum 
PDF PDF 

240 [5,151 0.09 0.25 

[APmin, APmax] 

10.1 1.3 The Second-Stage Adjustment of Green Agents 

Suppose that A25 is the only agent that can provide a voluntary 
adjustment for congestion mitigation. A25 submits the information in 
Table 10.14 to the IS0 as it decides to make a 10 MW additional 
adjustment. 

Before the additional adjustment of A25 is realized, the IS0  calculates the 
remaining overloaded flow on the congested transmission line as 

over P , , , , - , ,~~  = 2.0-(10*0.09+10*0.21)=-1.0 MW 

A negative value means that the power flow is below the transmission 
limit. So the IS0 agent asks A25 to make the following adjustment: 

Apinc = 2.040.09 + 0.21) = 6.67 MW 

Accordingly the transmission congestion is entirely mitigated. In case the 
congestion was not entirely mitigated, the IS0 would use the mandatory 
tools to mitigate the congestion in order to maintain system reliability. 

10.12 CONCLUSIONS 

The congestion mitigation scheme based on the multi-agent model has 
more flexibility than the traditional LP method. It provides market 
participants with additional freedom to make reasonable adjustments. 
Market participants are allowed not only to make decremental adjustments 
based on LP but also allowed to make increments based on their impact on 
the transmission line just as green agents did at the second stage. In this 
proposed agent method, market participants should make a choice 
between accepting congestion charges and offering voluntary adjustments 
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at their own costs. Once the congestion occurs, participants who have 
physically utilized the congested lines will have to bear the related 
economic losses. Although congestion loss or revenue due to limited 
adjustment ranges may be minute, they may be substantial based on the 
submitted IPS. The general goal is to mitigate the congestion effectively, 
so the agent with the bigger distribution factor and lower price will be 
adjusted initially. 

The flexibility of this proposed agent method manifests itself in 
several ways. For instance, as intelligent agents are well designed, they 
attempt to solve the congestion problem on behalf of their host. In 
applying an IS0 agent, the IS0 can work on its more critical tasks while 
the IS0 agent is working on the congestion management task. 



Chapter 11 

Integration, Control, and Operation of 
Distributed Generation 

11.1 INTRODUCTION 

Distributed generation (DG) encompasses any small-scale electricity 
generation technology that provides electric power at a site close to 
consumers. The size of DG could range from a few kilowatts to hundreds 
of megawatts. DG units, which are scattered throughout the distribution 
system, will be connected to a consumer's facility, the utility's 
distribution system, the power transmission grid, or a combination of 
these options. 

Today there is growing interest in DG, particularly as on-site 
generation for businesses and homeowners, which is stimulated by better 
power quality, higher reliability, and fewer environmental problems 
[DelOl, Dug93, DugOO, Web171. This interest is strengthened by the 
availability of more efficient and modular electric supply technologies. 

DG technology is often lumped with distributed storage, and their 
combination is referred to as a distributed energy resource (DER) that 
represents a modular electric generation or storage installed at consumer 
sites. In some cases, the DER will include controllable loads. Dispersed 
generation' (DG), a subsection of DER, refers to smaller generating units 
that are usually installed at consumer sites and isolated from a utility 
system. In most cases, dispersed generation, which is seldom operated in 
parallel with a utility system, will be used as a standby power source 
during power outages. 

' Also referred to as Distributed Generation 

391 
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Technological advances in DG have resulted in small-scale 
generation that is cost-competitive with large power plants. Compared 
with traditional large-scale generation stations, DG is a less expensive, 
flexible and environmentally friendly power source. These features 
enhance its position in market competition. It is perceived that the 
efficiency of most existing large generation units is in the range of 28% to 
35%, indicating that they convert 28% to 35% of their input energy into 
electric power. By contrast, efficiencies in the range of 40% to 55% are 
attributed to several DG units including small fuel cells and various 
combined cycle and gas turbines units suitable for utilization as DG. The 
improved efficiency of combustion turbines, which is about 50% when 
operated as combined cycle plants, has transformed DG units from 
expensive peaking units to base-load generators. Microturbines in the 
tens-of-kilowatts range are offered to the market at a cost that is 
competitive with the delivered price of retail energy. Internal combustion 
engines are significantly improved to generate electricity with impressive 
efficiency. In addition, fuel cells, photovoltaics, and wind turbines have 
become a commercial viability. Cogeneration has provided much wider 
economic possibilities for smaller units that could accelerate their 
deployment in restructured electricity markets. Some of the specific 
attributes of DG for utilization in restructure power systems are as 
follows. 

0 Performance. The performance-based pricing mechanism in the 
restructured power systems should encourage wide utilization of DG. 
The electric power market is like a comb that is made up of many 
niches with different frameworks for energy needs. DG offers a very 
wide range of options and hence will appeal to consumers in many of 
these niches. DG is reliable and economic for use by commercial, 
residential, and industrial consumers. Moreover, DG can operate as a 
standby power source, which is especially important to some critical 
and sensitive loads possibly subject to curtailments or interruptions. 
Besides providing base load generation, peak shaving, standby power 
supply, and cogeneration, DG is expected to have an even greater 
function in a restructured electricity environment in providing 
spinning reserve, reactive power supply and other ancillary services 
for system reliability, power quality and congestion mitigation. 

0 Cost of delivery. A vital consideration for the utilization of DG is that 
it will not incur transmission and distribution costs. This will greatly 
reduce its marginal costs, enhance its competition, and reduce severe 
congestion penalties [DelOl, RamOl]. The other advantage in 
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competition is derived from DG’s flexibility. DG can be sized 
appropriately to match the specific needs of consumers and can be 
quickly installed almost anywhere to capture the market value at key 
locations. DG can operate flexibly to follow hourly fluctuations in 
energy prices. 

0 Environmental concerns. Environmental concerns are the key driver 
for utilizing DG technologies, particularly renewable energy 
technologies. The emission level of DG is significantly lower than 
that of central generating stations. Though there is a debate over what 
constitutes renewable, wind and solar technologies are generally 
acceptable entities in this category. Large-scale hydropower plants are 
also considered renewable resources, but not necessarily 
environmentally friendly because of their impact on fish and wildlife 
species and the land that would be flooded. The most favorable 
renewable generation option at this time is the wind farm. Geothermal 
and biomass applications can also be cost-effective sources of energy 
but difficult to site and more difficult to implement. The construction 
of new renewable generation resources is partly financed through 
premium green energy markets. 

0 Energy from Brownfield. DG makes it possible to tap energy 
resources that would otherwise be wasted. There are many oil fields 
that are remote or produce low-quality gas that is not economical to 
transport, so the gas is ignited in a flare to dispose of it. DG 
technologies such as microturbines appear to be excellent means for 
recovering this kind of energy. Biomass power is electricity produced 
from biomass fuels. Biomass consists of plant materials and animal 
products. Biomass fuels include residues from the wood and paper 
products industries, food production and processing, trees and grasses 
grown specifically to be used as energy crops, and gaseous fuels 
produced from solid biomass, animal wastes, and landfills. Some of 
these resources could produce more than 1000 kW of DG. Biomass 
technologies convert renewable biomass fuels into electricity using 
modem boilers, gasifiers, turbines, generators, fuel cells, and other 
methods. 

Production cost. The success of DG in the market competition is due 
to its ability to provide consumers with the lowest cost solution to 
meet their particular needs. The energy price mostly depends on the 
production costs, and many factors can contribute to the overall 
pricing of certain generation technologies. Generation efficiency is 
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most important in this category, because even a small increase in 
efficiency can yield a significant increase in profitability. Other 
operating costs can be reduced by enhancing the reliability. High 
reliability reduces the need for outages, and therefore the need for 
high-cost backup power; in addition, high reliability can reduce the 
demand for O&M personnel and replacement parts. 

Flexibility. DG provides significant flexibilities in power system 
operations, such as quick ramp-up and shutdown, and enables 
investors to take advantage of short-term sales opportunities. DG’s 
high efficiency, flexibility, and low-maintenance requirements, would 
keep its O&M costs down. Since DG systems are installed at 
distribution sites, neither consumers nor energy providers would pay 
transmission and distribution tariffs. In circumstances where DG faces 
challenges imposed by capital and production costs that are higher 
than those of larger generating systems, these challenges can be 
balanced against factors such as the opportunity for waste heat 
utilization, increased reliability at the site, elimination of peak load 
constraints, reduction in transmission and distribution charges, 
reduction in line losses, improved power quality, and more flexible 
response to market changes. 

Retail competition. Retail competition encourages more on-site 
generation by energy consumers as DG becomes a means of managing 
the uncertainty in the energy supply market. DG investors include 
retail customers, electric utilities, and various ESPs (energy service 
providers) among which are IPPs (independent power producers). 
Retail customers would evaluate the need for installing a DG system 
as an alternative to the following operations: 

o Identifying load shedding and load shifting opportunities 

o Quantifying outage costs to determine whether a standby power is 
needed 

o Evaluating energy requirements to determine whether a DG 
alternative is more economical. 

0 Deployment. So far numerous DG units have been installed within 
distribution systems. The DPCA (Distributed Power Coalition of 
America) has estimated that, within the next 20 years, DG projects 
could capture 20% of new generating capacity. There are no such 
risks as stranded cost in utilizing DG as most of the energy will be 
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consumed by local consumers. Modular plug-and-play interfaces and 
intelligent adaptive control technology, along with a regulatory and 
institutional environment that recognizes the benefits of DG, would 
result in ubiquitous deployment of DG. This deployment could 
represent some of the integrated components of efficient, clean, and 
reliable energy systems for buildings and industrial facilities. 

Reliability. For the reliable and efficient operation of a distribution 
system with DG units, the operation and control strategy must 
accommodate both the engineering needs to maintain collective 
services as well as the economic push for independent and 
decentralized decision-making [BarOO, Beg0 1, CanO, DalO 1, Din0 1, 
McD021. 

This chapter will address technical and economics issues 
associated with integrating many small DG generators into the distribution 
system and a competitive electricity market. The role of DG in 
minimizing energy costs by reducing losses, replacing expensive energy at 
peaks, and relieving congestion will be investigated. New system 
monitoring and control methods based on the SCADADMS will be 
introduced. The chapter will also discuss retail market mechanisms 
whereby DG participates in the competitive markets that will be 
established as power industries are further restructured. 

11.2 DG TECHNOLOGIES 

In general, DG can make use of energy derived from wind, solar, 
geothermal, biopower, and fossil fuels. Typical DG technologies available 
include wind turbines, photovoltaic panels, fuel cells, combustion 
turbines, gas turbines, and combustion engines. Several of these 
technologies could offer clean, efficient, and cost-effective electric energy 

11.2.1 Wind Turbines 

Wind turbine generates electricity by making use of renewable wind 
energy. As early as in the first half of the 20th century, small amounts of 
electricity were generated by windmill to light rural farmhouses. Today 
wind power is the fastest growing energy source in the world. By the end 
of 2000, total world wind capacity was about 17,000 MW, enough to 
generate about 34 billion kWh a year. 
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Wind is a clean renewable energy that is becoming increasingly 
popular with utility customers and policy makers. Many wind power 
plants consisting of wind turbines are being developed to meet the need 
for such a clean, sustainable power source. The working principle of wind 
turbine is very simple, which implies the construction of a wind power 
plant would be easier than that of a conventional fossil fuel power plant. 
Wind turbines can be coupled to a synchronous or induction generator and 
operated at constant or variable speed. A variable speed turbine has a 
simpler mechanical system and is usually the preferred solution for a new 
installation. Wind energy systems use an inverter to convert a dc current 
in to the standard ac current. 

11.2.2 Photovoltaic Systems 

Photovoltaic (PV) systems make use of solar energy to produce electricity. 
Modular photovoltaic cells can be installed at any place where the sun 
shines and have been commercially demonstrated in extremely sensitive 
environments. However, because of the intermittent nature of the PV 
generation, a dedicated battery needs to be integrated into the PV system 
for a better performance. With the availability of advanced batteries, it 
will be possible to store large amounts of energy during off-peak periods 
for use during peak hours. The current high capital costs of PV make these 
systems a niche technology that can compete more on the basis of 
environmental benefits than on economics. PV has been used extensively 
in space power programs. As hardware costs decline, terrestrial 
applications of PV would become more economical. 

11.2.3 Fuel Cell 

Fuel cells are unique self-contained, energy conversion devices that 
convert fuel, such as the natural gas, into electricity at near atmospheric 
pressure. The electricity-producing process of fuel cells is quite like that 
of a battery; but unlike a battery, which produces electricity from stored 
chemicals, fuel cells produce electricity when hydrogen fuel is delivered 
to the negative pole of the cell and oxygen in air is delivered to the 
positive pole. In fuel cells, hydrogen and oxygen are separated by an 
electrolyte to induce an electrochemical potential. This potential is 
converted into electricity (dc) by hydrogen protons moving through the 
electrolyte and electrons flowing through a separate electrical circuit. The 
dc voltage produced by the cell is converted into ac using a dc/ac inverter. 
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The hydrogen fuel used for fuel cells can be obtained from a 
variety of sources. However, the most economical technique is the steam 
reforming of natural gas, which is a chemical process that strips the 
hydrogen from both fuel and steam. According to the types of liquid and 
solid media used for creating the fuel cell’s electrochemical reactions, fuel 
cells would be classified into the following four groups: 

0 

0 

0 

Molten carbonate fuel cells (MCFC) 

Phosphoric acid fuel cells (PAFC) 

Proton exchange membrane fuel cells (PEM) 

Solid oxide fuel cells (SOFC) 

Each group represents a distinct technology with its own 
performance characteristics. Generally, applying direct electrochemical 
reactions in fuels cells would be more efficient than using fuel to drive a 
heat engine to produce electricity. When utilizing fuel cells, unreacted fuel 
along with steam generated from heating the recovered water is recycled 
to operate fuel processors. The remaining heat can be used for water or 
space heating by the consumer. Therefore, fuel cells are highly efficient 
with efficiencies ranging from 35%-40% for PAFC up to 60% for MCFC 
and SOFC. Fuel cells have a high degree of reliability, are easily 
adaptable to new fuels, require little on-site attention, and can be operated 
remotely. 

Fuel cells are capable of producing reliable electricity for 
residential, commercial, industrial, and transportation applications. Fuel 
cells possess high-power densities and, owing to their compact nature, are 
very easy to site in locations where real estate is scarce. Compared with 
conventional centralized power plants which usually demand a large space 
to site prime movers and complicated auxiliary systems, a typical fuel cell 
with an output of 200 kilowatts requires an area of 10 by 25 by 12 feet in 
size. Fuel cells are also known for high flexibility and modularity for 
installation. A consumer can start with a small fuel cell unit and stack 
additional capacity to meet varying capacity requirements. This 
prefabricated nature makes it easy to quickly construct fuel cells. In 
addition, the short lead-time for installation allows consumers to expand 
generation capacity in a timely manner. For instance, when the load 
growth is rather abrupt in a service territory, the electric utility may satisfy 
the demand by quickly establishing a power plant based on fuel cells. The 
investment in this case is less risky since fuel cells can be relocated easily. 
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Fuel cells also present major environmental incentives. Because 
fuel cells use a non-combustion process to produce electricity, they show 
no vibration and do not give rise to any noise. It is perceived that, due to 
technological innovations, fuel cell emissions would become negligible as 
compared to conventional means of producing electricity. 

The chief obstacle to commonly accepted fuel cells is the cost, 
namely the equipment cost for fuel cells is currently much higher than the 
lowest cost types of DG (usual l y  diesel generator sets). The present hope 
is for the automotive industry to adopt the fuel cell as its primary energy 
source, which might bring the cost down to where it would be 
economically competitive with other means of electricity generation. 
Currently, fuel cells have proved economical in certain niche applications 
that are highly subsidized. 

11.2.4 Combustion Turbines 

Combustion turbines (CTs) represent an established DG technology 
ranging from several hundred kilowatts to hundreds of megawatts. CTs 
could bum natural gas, a variety of petroleum fuels, or have a dual-fuel 
configuration. With the capacity of 1 to 30 MW, CTs could produce high- 
quality heat that would generate steam for power generation, industrial 
use, or district heating. CT emissions could be reduced to very low levels 
using dry combustion techniques, water or steam injection, or exhaust 
treatment. Maintenance costs of CTs per unit of output power are among 
the lowest for DG. Low-maintenance and high quality waste heat would 
make CTs an excellent choice for industrial or commercial CHP 
(combined heat and power) applications with larger than 5 MW capacity. 

11.2.5 Microturbines 

Microturbines belong to the smallest category of combustion turbines. 
Microturbines were originally designed for vehicular application such as 
aircrafts and buses but are now receiving much attention in power 
industries. Microturbines are simple, compact, and robust, and they are 
suitable for DG use. Recently, microturbine units have been used as a 
stationary source of DG. 

Usually the capacity of microturbine units ranges from 20 to 750 
kW, in the manageable size of a refrigerator. In most configurations, the 
microturbine shaft spins at 100,000 rpm and the output is converted to the 
standard power grid frequency as illustrated in Figure 1 1.1 .The dc/ac 
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Combustion 
Chamber i Compressor 

converter is used for generating ac at a variable frequency. If additional 
power is needed, the microturbine shaft is revolved at a higher speed 
without any need for a precise speed regulation. 

Generator Expansion - Turbine 
Combustion 

Chamber i Compressor Generator Expansion - Turbine 

I I I - Consumer 
Load 

Figure 1 1 . 1  Microturbine Generation Unit 

Microturbines have considerable advantages over other kinds of 
DG units. For instance, to further increase the efficiency of microturbine 
units, a special heat exchanger, called a recuperator, can be employed to 
capture the exhaust thermal energy for preheating the compressed air 
before the burner. Most microturbines are capable of producing electricity 
at an efficiency of 25%-30%. As a special category of CTs, microturbines 
share most of the advantages and disadvantages with combustion turbines. 
Except for low emissions, major features of microturbines in their market 
niche include: 

Compact design 

0 Multi-fuel capability 

0 Low maintenance rate 

0 Durability 

High reliability 
0 Quick response to load fluctuation. 
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11.2.6 Internal Combustion Engines 

Combustion engines, especially reciprocating internal combustion (IC) 
engines, represent a widespread technology which is used in automobiles, 
construction and mining equipment, marine propulsion, and other types of 
power generation from small portable generator sets to large engines, 
powering generators with several megawatts of capacity. 

Spark ignition IC engines for power generation would mostly use 
natural gas as fuel but could also run on propane or gasoline. Diesel cycle, 
compression ignition IC engines could operate on diesel fuel, heavy oil or 
in a dual-fuel configuration that would bum natural gas primarily with a 
small amount of diesel pilot fuel that could be switched to 100% diesel. 
Current IC engines would offer low fuel cost, easy start-up, proven 
reliability when properly maintained, good load-following characteristics, 
and heat recovery potential. IC engines with heat recovery have become a 
popular form of DG. Emissions of IC engines are reduced significantly by 
exhaust catalysts and by better design and control of the combustion 
process. 

11.2.7 Comparison of DG Technologies 

In general, economics of electric power systems will depend on capital 
costs, operating efficiencies, fuel costs, as well as operation and 
maintenance costs. The DG technologies discussed above are considered 
compatible with other merchant power generation options and are utilized 
in today’s restructuring environment. Each technology has its own 
strengths and weaknesses for competition and so would be aimed at a 
specific market segment. Photovoltaic cells are less versatile than wind 
energy systems, which can be combined with other forms of energy 
sources such as natural gas to form a hybrid system that is cost-effective 
and, supply a continuous source of power. Environmentally-friendly 
renewable energy technologies such as wind turbines and photovoltaic, 
and clean and efficient fossil-fuel technclogies such as gas turbines and 
fuel cells are new generating technologies driving the utilization of DG. 
These renewable generators usually have a small size and can be easily 
connected to distribution grids [Dis99]. 

A side-by-side comparison of these DG technologies, as of 2001, 
is given in Table 11.1. All these DG systems are dispatchable 
momentarily except wind turbine and photovoltaic systems, which depend 
on climatic conditions. 
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Efficiency 

Capital 
Cost ($/kW) 

Table 1 1.1 Performance Characteristics of DG Technologies 

29- '2% 40 - 57% 25% 6 -  19% 

450-1870 700-2800 600-2300 90& 1900 

Photovoltaic Combustion 
Techno'ogy I Fuelcell I TF:~~ I System I Turbine 

'lkM Costs 
WkW) 

0.5 MW 1 l k W -  

Capacity 500 kW - 200 kW - 1OkW- 
Range 1 25MW I 2MW I 0.8 MW 

0.003 - 0.007 0.004 - 0.01 1 0.003 - 0.009 0.001- 0.005 

Dispatchable? Yes Yes Yes Yes 

11.3 BENEFITS OF DG TECHNOLOGIES 

DG technologies promise a great many benefits, including cheaper power 
supply, higher power quality, less capital investment, and improved 
system performance. These benefits will be transmitted to a large segment 
of electric power system users among them consumers, electric utilities, 
ESPs, transmission operation, and power marketers. Some of these issues 
are discussed next. 

11.3.1 Consumers 

Most DG units are located near customers and are operated by electric 
utilities, ESPs, or customers. DG technologies are becoming increasingly 
efficient and reliable, and will soon be competitive with conventional 
grid-based power supply. DG can greatly reduce consumers' expenditure 
for electricity while consumers with on-site DG will benefit from the 
additional cost-effectiveness and reliability. 

In comparison with traditional centralized generation facilities, 
most DG units are installed at or near consumers' sites. This way, DG 
owners obtain a cheaper power source without needing to pay for costly 
transmission and distribution loss and services. This arrangement is 
especially important to consumers in areas with frequent transmission 
congestions. In addition, by retaining DG as a standby power supply, 
critical consumers can double their power supply reliability and guard 
against power outages that could otherwise pose catastrophic outcomes to 
their businesses. For instance, a hospital could install an on-site fuel cell 
system to avoid power outages that would cripple its sensitive equipment 
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and systems. There is also an opportunity for DG owners to make a profit 
by selling their energy or ancillary services to the power market, 
especially during peak demand hours. 

11.3.2 Electric Utilities and ESPs 

To compete for supplying electricity, utilities and ESPs would need to 
develop new strategies in delivering electricity to customers. Since DG is 
a cheaper power source and does not require any transmission and 
distribution services, one strategy for competition is to provide on-site DG 
as a kind of value-added service to consumers. Both electric utilities and 
ESPs could use DG units to provide bundled services to consumers and 
compete outside their service territories. Besides, DG could be used by 
utilities as a means of retaining consumers and protecting their service 
territories from intrusions. Likewise, DG could facilitate a utility’s 
invasion of other territories that were inaccessible due to transmission or 
siting constraints. 

Some electric utilities might decide to install on-site DG units 
near their customer sites, rather than upgrading old distribution feeders, 
which could be more costly. Electric utilities could use their DG units to 
defer the investment in power delivery facilities such as distribution lines 
and transformers. For instance, electric utilities could lease diesel 
generator sets and mount them at customer sites for shaving peak loads. 
Electric utilities and ESPs could add DG with low capital investments and 
short lead-time for construction to supply small capacity increments. 

DG could not only be used to defer the construction of new 
distribution lines, it could also be used to improve power quality and 
maintain reliability. Most DG units have a power electronic interface that 
can be properly configured to provide ancillary services when necessary. 
In this regard, DG units could improve the voltage profile of the local 
distribution system. 

In summary, electric utilities and ESPs could benefit from the 
following aspects of DG: 

0 Reduction in operating costs 

0 

0 

Improvement of power quality and reliability 

Deferral of capital investments for power delivery 
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11.3.3 Transmission System Operation 

Although DG units are mostly installed in local distribution systems, they 
can indirectly affect the operation and planning of generation and 
transmission systems. As to the operation of a transmission system, 
following benefits could potentially be obtained from the utilization of 
DG: 

Mitigation of transmission congestion 

Improvement of power reliability 

Deferral of new transmission investments 

11.3.4 Impact on Power Market 

The integration of DG into the power grid could influence the operation of 
power markets. The formation of a retail power market where consumers 
can choose their power provider is the expected result of power industry 
restructuring. In the retail power market, DG will compete with traditional 
centralized power generation. New business models for power market 
need to be developed to support the realization of the full economic value 
of DG, and they should take into account the value of DG in delaying or 
avoiding transmission and distribution system upgrades, the use of DG for 
ancillary services and for improving system reliability, power quality, and 
reducing line losses. 

These distinctive features of DG make it fit well into the 
combined PoolCobilateral (i.e., hybrid markets). DG units installed at 
consumer sites will affect certain purchasing requirements from the pool. 
In particular, 

General shift to CHP district heating systems would move the source 
of generation closer to the location of electricity consumption and 
tend to reduce bulk power transfers on transmission systems. 

The transmission system will likely accommodate more renewable 
energy generating units to cope with changes in capacity which is in 
response to market demand. 

There is a potential for unpredictable fluctuations in market trades as a 
result of large trenches of DG such as wind and solar generation. 
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11.3.5 Environmental Benefits 

Concerns for environment have stimulated the deployment of DG. The 
DG’s environmental benefits can be observed and shared by participants 
in various ways, as discussed later in this chapter. As an alternative to 
central generation, DG units supply energy just at or near the point of use. 
Therefore, transmission and distribution energy losses can be greatly 
reduced, which means less electricity would be generated from traditional 
power plants which mostly use fossil fuels and produce emission. It is 
believed that DG will be the best choice for obtaining pollution credits 
when the mandate for clean power is enacted. 

11.4 BARRIERS TO DG UTILIZATION 

Although, the employment of DG could provide benefits to almost all 
entities of power systems, DG is encountering various barriers that could 
hinder its connection to the utility’s grid and the power market. These 
barriers are categorized as technical, business practices, and regulatory 
barriers, which are discussed next. 

11.4.1 Technical Barriers 

Utility requirements of the DG utilization intend to address engineering 
compatibility of DG with the grid and various operational requirements, 
which include specifications for power quality, dispatch, safety, 
reliability, metering, local distribution system, and control issues. Several 
organizations including IEEE have established working groups for 
exploring technical and operational barriers of DG which emphasize 
safety and reliability issues. For example, a utility lineman who is 
repairing downed power lines must be certain that the line is not carrying 
any power during the repair period. The technical barriers are divided into 
the two broad categories of transmission and distribution. 

Transmission System Barriers. When they are practically integrated to 
utilities’ grids and operated in parallel with central station generators, 
various DG units will bring significant changes to the system operation. In 
essence, the existing transmission systems were designed for the 
centralized control of power transmission and distribution, which may not 
yield to DG provisions. DG owners could be required to pay for pre- 
interconnection engineering studies, and this would add a significant cost 
to that of the DG system. The utility system operators would not have any 
real experience in operating numerous tiny generating units scattered 
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across their system. Ultimately, additional protective relays, transfer 
switches, and net meters would have to be installed. New SCADA 
systems would have to be created to acquire real-time data and control DG 
units. Operation issues such as synchronization and system stability are to 
be studied carefully. Traditional load flow computation methods, which 
consider unidirectional electric current in the distribution system, would 
have to be modified. The current power market mechanisms for trading 
the wholesale power would need to be modified to meet DG retail power 
requirements. 

Distribution System Barriers. Technical challenges associated with the 
utilization of DG in distribution systems are divided into three categories: 

0 

0 

0 

DG interfaces with distribution systems 

Operation and control of DG 

Planning and design of DG 

In distribution systems, frequency would not fluctuate as much. So, most 
of the operation effort could be focused on maintaining the voltage profile 
of the system. With the introduction of DG, however, additional attention 
is directed toward the potential destabilizing effect of DG. This effect will 
depend on the level of DG penetration and the characteristics of the 
distribution system. 

When connected to the local distribution system, the effect of DG 
on the system operation will focus on the following factors: 

0 

0 

Siting of DG in a distribution system 

Operation of DG and the distribution system 

Outages of DG and the distribution system reliability 

The siting and the operation of DG could affect the operation state of a 
distribution system as a DG outage could affect the stability and the 
reliability of a distribution system. However, detailed quantitative studies 
will be necessary in order to quantify the potential impact of DG on the 
operation of a specific distribution system. 
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11.4.2 Barriers on Business Practices 

Business practice barriers usually relate to the contractual and procedural 
requirements for system operation and market participation. Among such 
barriers are contract length and complexity, contract terms and conditions, 
application fees, insurance and indemnification requirements, 
identification of an authorized utility contact, consistency of requirements, 
operational requirements, timely response, and delays. 

The principal business impediments to DG come from the existing 
business practices that prevent DG not only from being integrated into the 
utility’s grids but also from participating in the market competition. DG is 
also experiencing various barriers that hedge its participation in the retail 
power market. One major obstacle for entering DG to the power market is 
the unavailability of net metering. Net metering, which represents the 
ability to sell power back to a utility, is expected to open doors for DG. 
The existing market regulations for competitive electricity markets do not 
provide equal treatment to the centralized power and DG. Only in a 
perfect market would there be no significant market barriers to market 
participants; in this sense, market regulations are required to ensure equal 
treatment of all market participants. These impediments will hopefully 
fade away as utilities see the opportunities to reduce their own costs. 
Ironically, DG may begin to appear less competitive if the cost of grid- 
based power shrinks in the restructuring paradigm. 

11.4.3 Regulatory Policies 

Regulatory barriers include matters of policy that usually fall within the 
jurisdiction of state utility regulatory commissions or FERC. The barriers 
arise from or are governed by statutes, policies, tariffs, and regulatory 
filings by utilities, which are approved by the regulatory authority. The 
examples of regulatory barriers include direct utility prohibition, high exit 
fees, selective discounting to discourage distributed power generation, 
IS0 procedures and costs, and tariffs including high demand charges, low 
buyback tariffs, and high uplift tariffs. In addition, regulatory prohibition 
of interconnection, unreasonable backup and standby tariffs, local 
distribution system access pricing, transmission and distribution tariff 
constraints, independent system operators (ISO) requirements, and 
environmental permitting are listed in this category. 

Backup charges, i.e., a charge for maintaining electric supply to 
backup a DG unit if it fails to operate, have ranged from a few dollars to 
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well over $200 per kilowatt hour. More appropriately designed tariffs can 
provide standby and backup power services without incurring prohibitive 
charges. Standby services include power to supplement or replace a 
consumer's on-site generation. Backup services include power supplied to 
a consumer during an unscheduled or emergency outage of the on-site 
generation. Regulatory barriers are beginning to be addressed on a state- 
by-state basis, but many state variations of rules and regulations will 
continue to undermine the economic advantages of many distributed 
power projects and hinder this developing market. In one of the strange 
cases, a utility required the exclusive control of a sponsor's generation 
unit and used it to reduce its own system peaks. In this case, the DG 
owner was prohibited from using the unit to reduce its own energy bill. 

Zoning, air permitting, water use permits, comprehensive 
environmental plan approval, and other regulatory processes can delay 
and increase the cost of DG projects. These issues typically relate to site- 
specific concerns. Environmental regulations are not currently 
administered such that they would give credit for the overall pollution 
reduction effects of high-efficiency DG technologies. Permitting costs are 
another barrier. Until the EPA declares the microturbine to be a low- 
emission technology, the permitting process will be the same as that for a 
much larger piece of equipment. Hence, relevant energy and 
environmental rules and policies should be established as soon as possible, 
and should cover much of the following issues: 

0 

0 Interconnection standards 

0 

0 Environmental regulations 

Economic regulations 

0 Contractual relationships 

Methodology to quantify benefits for specific DG projects 

Integrated operation to capture benefits 

Although regulatory barriers have been significant, the 
restructuring of power industry is evolving such that it might encourage 
the utilization of DG. Utilities are presently permitted to recover stranded 
assets using various types of tariffs including exit fees, competitive 
transition charges, access charges, and other means. Policies for the 
application of these charges to DG could significantly delay the benefits 
of these projects. However, certain social benefits such as environmental 
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protection and regional economic development may justify special 
treatments. Most states intend to apply stranded costs only to power 
purchases from the grid. On the other hand, consumer-owned generation 
requires in most cases a backup source of power to meet load 
requirements during generation outages. Utilities now charge not only for 
the power used but also for the standby generation and distribution 
capacity (i.e., ancillary services). In addition, the separation of generation 
from T&D provides an equal access to competitive market participants. 
However, in many cases regulators have legitimized selected DG 
investments by power distribution companies that can provide grid 
support for localized areas. 

11.5 DG INTEGRATION TO POWER GRID 

Consumers, ESPs, and electric utilities could install DG units to supply 
their own energy or to make money by selling electricity to the market. 
The first step to realize these purposes is to connect DG units to the power 
grid. In 1978, PURPA (Public Utilities Regulatory Policy Act) mandated 
utilities to allow IPPs to be interconnected with power grids. In 1992, 
EPAct mandated open access to power systems by allowing generating 
facilities running either by IPPs or by consumers to be connected to power 
grids. Though DG could bring many benefits to consumers, ESPs, and 
electric utilities, the integration of DG to the power grid has presented 
many new challenges to power system restructuring, operation, market 
mechanisms, and regulations. As we discussed above, DG integration 
could face many technical and institutional barriers, which would block 
DG from penetrating into power grids and participating in market 
competition. The integration of DG into the power grid is hampered by the 
lack of uniform requirements for interconnection and a feasible energy 
management system. Several private and government sectors such as 
IEEE, EPRI, and DOE are developing interconnection standards for DG. 

As shown in Figure 11.2, integrating DG into a power grid has 
two implications. One is the technical integration (i.e., hardware and 
software) which includes issues relevant to power system operation, 
control and optimization; the other is the market integration, which 
includes the establishment of new market mechanisms that allow DG to 
participate in a market competition. 
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Interconnecting DG to the 
Power Grid 

Operation Integration 
(hardware and software) 

Operation monitoring, 
control, and optimization 

Power quality especially 
frequency and voltage 
fluctuation control 

System stability especially 
frequency stability analysis 
control 

issues 
Information Technology 

I 

Market Integration 

Retail market establishment 

Local ancillary services market 

Retail wheeling 

Figure 1 1.2 Integration of DG into Power Grids 

Some of the issues for the integration of DG to power grids are as follows: 

How will a multitude of small-scale DG units influence the operation 
and control of the distribution system that was originally designed to 
operate with a unique power supply from substations? 

What kind of market mechanism is most effective and efficient for the 
DG participation? 

How will the restructuring proceed based on technological advances 
and competitive market forces created by DG? 

What kind of coordination between market forces and real-time 
control will be required for distribution system operation? 

Which will be in response to the new and potentially conflicting 
economic and technical demands of a growing number of DG? 

How will ancillary services be maintained in the new environment? 

How will the information technology and software issues will be 
handled? 
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As a large number of DG with diverse characteristics have been 
installed in the distribution system, most engineering and operation 
concerns are focused on the development of new control approaches and 
tools, which include new monitoring schemes, new reliability and security 
analysis, and new market mechanisms for DG to participate in 
competition. The integration of DG would cause system reliability and 
stability problems; in addition, it would impose new challenges on the 
planning of transmission and distribution systems. Most of these 
challenges are of a technical nature, and in-depth studies will help us 
understand the impact of physical behaviors of DG on the power system 
performance. 

11.5.1 Integration 

The alternatives for connecting DG systems to local distribution systems 
are shown in Figure 11.3. Alternatives a, b, and c are mostly used by 
consumers. However, alternatives a and b with double power sources 
provide higher reliability, while alternative a can directly sell the excess 
energy to the market. In addition, alternative c is used by consumers who 
have difficulties in making direct connections to power grids. Alternative 
d is mostly used by utilities and ESPs for the mere purpose of supplying 
energy to the market by way of advanced DG technologies. 

Load Load 

(a) Parallel Operation (b) Switch-Over Operation 

aT1 Local 

(c) Isolated Island (d) Direct Interconnection 

Figure 1 1.3. Interconnection Fashions 
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Generally, connection charges are comprised of an amortization 
of DG assets, which is payable while the assets are in service. A 
termination charge is payable if the connection is terminated prior to the 
end of the DG’s life. 

DG units are rarely directly connected to transmission grids. This 
is because, compared with traditional central generation, DG has 
limitations for bulk power production. Though additional revenues are 
possible by increasing the size of DG units, economies of scale shows that 
the marginal improvement in efficiency would become insignificant once 
the size reaches certain limits, e.g., 50 MW. Other practical concerns 
might prevent the manufacturing of incredibly large thermal generating 
units as efficiency, fuel cost, and availability would be the decisive 
factors. 

Coal power generating units are among the most competitive and 
large generators whose efficiency may be lower than many DG units. 
However, due to the abundance of cheap coal, their cost of bulk power 
production would be much lower. Since existing thermal units represent 
sunk costs and the stakeholders will try to make the best of their 
investments, thermal generators will remain a significant fixture in the 
power industry for the foreseeable future. To win an economic showdown, 
DG units would need to be more economical than the central generating 
station and its associated T&D systems. In fact, the reason DG options are 
so attractive is not only because of their high efficiency but also because 
they avoid T&D costs. For DG units, proximity to consumers is as 
important as efficiency since T&D components bear a significant capital 
and continuing O&M costs. 

11.5.2 Management of DG Units 

Since “fit it and forget it” is a common rule for most DG investors, the 
operation of DG units is usually assigned to UDCs (utility distribution 
companies) or ESPs. Many large consumers might further want to 
outsource the responsibility for managing their energy needs to a 
competent energy provider to maximize the reliability of the presumed 
services. In the past, distribution systems were operated by local electric 
utility companies; however, with the power market opening to DG units, it 
will be more appropriate for local electric utilities, with a number of DG 
units, to maintain fair competition by delegating the responsibility to a 
neutral entity, namely the DNO. Like the ISO, the DNO would be an 
independent and non-profit organization responsible for the operation of 
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the distribution system with multiple DG generators. There could be more 
than one DNO in a distribution system. Since distribution systems are 
normally independent of each other, each DNO could monitor and control 
the distribution system that is under its jurisdiction independently. The 
ever-developing Internet technology can be used in conjunction with 
SCADA/DMS to lower the communication costs and improve the 
designated service. The DNO can use the Internet to remotely control and 
dispatch consumer-owned DG units in its service territory. 

11.5.3 Concerns for Utilizing DG in Distribution Systems 

In general, electric utilities have the following three basic concerns about 
the integration of DG to the power grid: 

Safety. DG units could inadvertently energize part of the distribution 
or transmission system when that part of the system is not supposed to 
be energized. This could endanger utility personnel and the general 
public, and damage utility or other customer equipment. 

Power quality. DG units could cause voltage flickers, harmonics, or 
other power quality problems to nearby customers. 

Stability. Multiple DG units operating in parallel could cause stability 
problems in adjacent power systems. 

These concerns manifest themselves in numerous technical 
requirements such as the need for utility-grade breakers, dedicated 
isolation transformers, and feeder relay coordination. These legitimate 
concerns have led to considerable debate over interconnection 
requirements. It is conceivable that these issues would have to be resolved 
before a major deployment of DG units occurs in power systems. Several 
state commissioners have already created standards for DG integration 
since it is believed that DG could be an effective solution at least to 
generation shortage. 

Distribution systems are designed fundamentally differently than 
transmission systems. While transmission systems normally accommodate 
multiple energy sources, the distribution system expects only one source 
in a radial configuration. DG units can bring new challenges to the 
operation of distribution system in following four key areas: 
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Load flow. Distribution system equipment is designed to 
accommodate the designated loads plus perceived contingencies to 
maintain supplies under abnormal conditions and hence meet the 
security requirements. Inappropriately sized DG units connected to 
the distribution network can sufficiently alter power flows to either 
exceed network capabilities or adversely affect distribution network 
losses. 

Voltage control. A key element of the design of radial distribution 
networks is the use of tapered circuits where the size and capacity of 
the circuit tapers off along its longitude; this arrangement will 
maximize the use of allowable voltage variations within statutory 
regulations while minimizing the cost. Generation connected to 
tapered circuits tends to increase voltages, potentially above statutory 
limits, particularly when connected to long rural circuits. 

Network security. Strategies for connecting DG units must ensure 
the security of the overall distribution system, although these 
strategies could presumably change if the system is managed 
differently. Distribution system design standards, which aim at 
maintaining the security of the system at an acceptable level, are taken 
as the benchmark for the security assessment of new DG connections 

Fault levels. Distribution systems are traditionally designed to have a 
low number of faults consistent with switchgear ratings and 
operational limitations. This feature enables large and fluctuating 
loads to be connected economically for minimizing losses, while 
minimizing the effect on other consumers. Due to a small margin 
between operation and rating of distribution equipment, integration of 
DG into distribution grids is likely to increase short-circuit currents 
above plant capabilities. Induction motors, which form part of the 
distribution load, contribute to short-circuit current and also erode this 
margin. 

11.6 OPERATION OF DISTRIBUTION SYSTEM WITH 
DG 

Many distribution systems have utilized advanced digital devices such as 
protective relaying systems, transfer switches, controls, remote 
monitoring, and communications technologies. These new technologies 
promise to address the DNO’s concerns while providing value-added 
features for new DG units. Furthermore, recent advances in 
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communication and control, and especially the Internet revolution, have 
increased the feasibility of remote control and dispatch of DG units while 
decreasing the cost of operation significantly. 

11.6.1 Transition to a More Active System 

The distribution system was initially designed to operate with minimal 
real-time intervention except for responding to faults, allowing routine 
maintenance and network modifications. This philosophy of passive 
operation has placed a number of limitations on the integration of DG into 
the power grid. It is envisioned that the active operation of the distribution 
system could accommodate a large number of DG units while improving 
the performance of the entire distribution system. The active operation of 
a distribution system refers to its intelligent adaptation to changes in local 
loads and DG units. The transition from the present passive mode to a 
fully active mode can be accomplished in the following three stages: 

Passive. The DNO would only be reacting to abnormal situations and 
planned abnormalities or longer-term restrictions. This can be realized 
by using existing monitoring and control infrastructure at key nodes. 

Intermediately active. In addition to the functions of the passive 
stage, the DNO would provide real-time monitoring of the distribution 
system, scheduling of DG units, and load management, for parts of the 
distribution system. 

Fully active. In addition to the functions of the intermediately active 
stage, the DNO is equipped with real-time modeling capability for the 
monitoring and control of the distribution system security. The need 
for enhanced control and communication systems, as well as 
appropriate market mechanisms, could develop over time as the DNO 
becomes more actively familiar with a network operation. 

Two key issues may arise during the process of transition from a passive 
operation mode to a fully active one: 

The need for enhancement of the current SCADMDMS infrastructure 
to enable the DNO to fulfill real-time monitoring and control 
functions. The existing SCAD/DMS system can be enhanced to 
provide the additional functionalities. Enhancements would be needed 
to make additional information on the real-time performance of the 
system available to the DNO so that it can make the right decisions. In 
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order to implement the DNO decisions, facilities to control key 
generation items such as generator active and reactive power output, 
transformer tap position, and circuit breakers will be needed. To 
provide this information and control facilities, communications among 
DG owners, load consumers, and the DNO would be needed. Some of 
the existing SCADA systems could be extended to provide these 
additional features. Those systems with more limited capacities may 
require upgrading or even replacement. The restructuring initiative in 
distribution systems SCADNDMS focuses on capturing the price 
elasticity or the price responsiveness of consumers, since the process 
will not be as complex or time-consuming as some of the other 
initiatives. 

The establishment of new market mechanisms for electricity retailing 
to enable the DNO to effectively manage the power generation and 
load. The fully active management of the distribution system would 
require the development of market mechanisms that are specially 
tailored to meet the DG requirements. The contractual framework of 
the market mechanism would have to ensure that services procured 
from DG compare with those provided from networks. There is a key 
link between such market mechanisms and the development of active 
distribution systems. It is essential to determine how active 
management of a distribution system would interface with the 
wholesale trading mechanisms and whether there is a need for a local 
market mechanism that allows the distribution system operator to 
balance the system to accommodate load and generation needs at 
minimum network costs. The regulatory mechanisms associated with 
DG would need to be carefully examined and developed. Regulation 
has a role in helping establish the optimum balance among different 
consumer groups needs that conflict in areas such as network cost, 
supply quality, and security. 

11.6.2 Enhanced SCADADMS 

The passive operation mode does not meet the requirements for the 
operation of DG units in a complex environment. To ensure the security of 
distribution system operation, pertinent information must be exchanged 
between the DNO and DG units. Also, a distribution system 
SCADA/DMS infrastructure must be enhanced with new functions in 
order to realize the real-time monitoring and control of the distribution 
system. 
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The operation of a distribution system in an active mode is more 
complex than that of a passive system. There are many areas where 
existing planning and operation practices and procedures will need to be 
enhanced. The DNO is central to managing the distribution network of 
generators, suppliers and consumers efficiently while ensuring acceptable 
levels of security and quality. This mode of operation requires complete 
metering, data control, and management, and communications and utility 
operations for the control of DG units. 

The SCADA system collects various kinds of real-time 
information in a distribution system, such as the active and reactive power 
provided by each DG unit, which is critical to the real-time monitoring 
and control. The DNO control commands will also be sent to DG units or 
loads through the SCADA system. The main tasks of DMS are to maintain 
power supply reliability and to keep costs at minimum and profits at 
maximum. DMS is equipped with many application programs, such as 
load flow and state estimation, which help the DNO analyze the reliability 
of its network. 

DMS can monitor and control a distribution system using the 
SCADA/DMS. A SCADA/DMS can track and manage loads, maintain 
voltage profiles and maximize the efficiency of the distribution system. 
This function optimizes power purchase commitments and costs. With the 
aid of DMS real-time monitoring functions, the DNO can identify system 
failures immediately and dispatch repair crews quickly. The DNO can also 
shift power within the grid to manage the daily load requirements among 
consumer segments and forecast power needs for efficient purchase from 
the transmission grid. 

Once the required functions for SCADA/DMS and market 
mechanisms have been established, the DNO will provide the following 
management services and functions: 

0 

0 

0 

0 

Real-time monitoring and control of distribution system operation 

DG units scheduling and dispatching 

Maintaining the system voltage profile 

Real-time operation studies such as online load flow and state 
estimation 

0 System frequency stability analysis 
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Power quality improvement 

0 

0 

0 DG units outage coordination 

Control of fault levels during abnormal system conditions 

Power supply restoration after system faults 

Besides, the DNO will provide the following functions for market 
services: 

0 

0 System load forecasting 

0 Spot price forecasting. 

Feasibility verification of retail transactions 

Feasibility verification of retail transactions is a critical function of the 
DNO, as it is similar to the ISO’s congestion check for wholesale 
transactions in the transmission system. Aggregators submit the 
information on DG supplies and load demand to the DNO. Then, together 
with the other information such as the supply of power from the utility’ 
grid to distribution buses, the DNO uses the load flow computation to 
verify the feasibility of retail transactions. Correspondingly, services that 
are available in a distribution services market are provided to a 
transmission services market. 

11.6.3 Role of UDCs and ESPs 

Similar to the transmission system, distribution systems remain a 
regulated utility while other products and services are open to 
competition. In this situation, DG investors participate in the retail market 
through both direct access to the market and contracting with local UDCs 
or ESPs. The day-to-day even minute-to-minute operation and 
coordination of various DG units are managed by local UDCs or ESPs, 
which are supervised by the DNO in an emergency. The supervision 
requires tariff and metering arrangements for load and generation. There 
are also issues related to network constraints, and scheduling of active and 
reactive power generation, to meet distribution network requirements, 
which will become increasingly important as networks become actively 
managed. 

To enhance their competition, UDCs and ESPs provide many 
other services such as project development, operation cooperation, 
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management of customer energy facilities, risk management, and even 
financing. Their roles will also include energy market development for 
DG, joint developments of DG demonstration projects with consumers, 
manufacturers, and utilities, and reduction in the costs associated with the 
DG project development. On the other hand, customers face additional 
challenges in managing their energy consumption in a competitive 
environment. 

11.6.4 Distributed Monitoring and Control 

A distribution network is usually composed of a number of distribution 
systems. Most of these distribution systems operate independently based 
on a radial network structure. Some of them may cooperate for the 
distribution network reconfiguration if they are under the control of the 
same DNO and can be physically interconnected with switches. Such an 
operation structure is depicted in Figure 11.4. 

Transmission System 

Figure 11.4 Distributed Processing of Distribution System 

The real-time data for the monitoring and control of the 
distribution systems will be collected by the SCADA system at the DNO. 
When there are many DG units operating in parallel, a large distribution 
system could be divided into a number of control areas for the 
effectiveness of monitoring and control, which is depicted in Figure 1 1.5. 
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In each control area, DG units will be controlled by associated UDCs, 
ESPs, or the DNO. A control area could set up a secondary control center 
when there are many DG units to monitor and control. The scheme for the 
real-time monitoring and control of distribution systems with several DG 
units is depicted with Figure 1 1.6. 

u= <->- Control Area k 

Figure 1 1.5 Control Areas of Distribution System 

data Network Operation 

Control Commands 

Figure 1 1.6 Real-Time Monitoring and Control of Distribution System 

11.7 LOAD FLOW COMPUTATION 

With the introduction of DG to distribution systems, DNO would need 
effective tools, possibly both hardware and software, to monitor and 
control the operation of the distribution system. The load flow 
computation is the most fundamental tool for the real-time monitoring and 
control of the distribution system operation in a DMS. Similar to the load 
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flow computation for transmission systems, the Newton method was 
initially applied to the load flow computation of distribution systems. 
However, compared with transmission systems, feeder line resistance of 
distribution lines is much higher, and this could result in a high ratio of 
line resistance to impedance. In many cases the Newton method will face 
convergence problems. 

Many researchers have developed new solution methods of which 
DistFlow is the one that has received a wide attention. However, DistFlow 
is based on the assumption that power will have a unidirectional flow on 
feeders and their lateral branches of distribution systems, which was only 
correct before DG systems were introduced to distribution systems. This 
difference is demonstrated in Figures 11.7 and 11.8. As these figures 
show, the power flow on some branches and main feeders could change 
direction when DG units inject power into the grid. When DG units inject 
power to a remote bus away from the substation, the DG system can cause 
stability and security problems in the distribution system. 

In this new situation, a new power flow method will be 
developed. Because the load flow direction in each feeder and branch is 
unknown before the load flow results are computed, DistFlow cannot be 
applied in this situation. Figure 11.8 points out that a distribution system 
with multiple DG resembles a transmission system. 

/@ 

Transmission 
System 

Figure 1 1.7 Unidirectional Power Flow of Distribution System 
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Transmission 
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Figure 11.8 Multi-Directional Power Flow of Distribution System with DG 

As DNO may oversee several independent distribution systems, 
the load flow computation can be processed in a distributed manner. In 
Figure 1 1.9, distribution systems A, B, and C are only related by the status 
of buses k, 1, and rn respectively, and the load flow computation for these 
distribution systems could be processed independently in a distributed 
manner as discussed in Chapter 6. 

)istribution Transmission 
system A System system C 1 

Distribution 

? 

LF Computation 

LF Computation Distribution 
system B 

- 

'$ LF Computation 

Figure 1 1.9 Distributed Computation of Load Flow for Distribution System 
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UDCs may use the load flow computation for their wholesale 
transactions with the PX. DNO will use the load flow results to monitor 
and control distribution systems. Besides, load flow results will be sent to 
the IS0  for the computation of transmission system load flow. 

There are several reasons for the separation of load flow 
computation in transmission and distribution systems. First, transmission 
and distribution systems have different missions and physical 
characteristics, are different in design and operation, and have different 
requirements for load flow computation. Second, transmission and 
distribution systems are monitored and controlled in real time by two 
different entities, i.e., IS0 and DNO, which collect different real-time 
information through their respective SCADA systems with different 
physical territories in power systems. Third, power market mechanisms 
for transmission and distribution systems would be quite different as DNO 
will be responsible for the retail power market while the IS0 is 
responsible for the wholesale market. 

11.8 STATE ESTIMATION 

Traditionally, distribution systems are designed to operate in a passive 
mode where there is a need for human interference. Because of such 
design and operation philosophy, few utilities have used state estimation 
for the real-time monitoring and control of their distribution systems. As 
additional DG units appear in distribution systems, the operation of 
distribution systems will become increasingly complicated. In order to 
implement a fully active operation of distribution systems, the DNO has to 
enhance the existing DMS infrastructure by further utilization of state 
estimation and load flow. 

State estimation was applied rarely to distribution systems, and is 
fairly new to distribution systems with DG. State estimation is an 
indispensable tool for the DNO to monitor and control the operation of a 
distribution system in real time. In this respect, state estimation for several 
distribution systems can be processed in a distributed manner, while the 
state estimation for individual distribution systems is processed in a 
distributed manner. 

11.9 FREQUENCY STABILITY ANALYSIS 

In the past, there was a single substation that supplied power to a 
distribution system, and it was assumed that the distribution system had 
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no stability problem. Stability analyses were the responsibility of central 
generating stations connected to the transmission grid. However, in the 
DG era, stability concerns arise with the penetration of DG in a 
distribution system. This concern is mounting as the number of DG units 
that supply multiple distribution consumers is increasing. In such cases, if 
corrective actions especially secondary controls are not taken in time, the 
system frequency may drift from the nominal value and finally cause the 
loss of synchronism. 

Different types of DG are likely to cause instability and the larger 
the number of DG units, the more likely is the chance of instability. 
Stability analysis relates the characteristics and operational status of DG 
in distribution systems, and it should be performed by the DNO as an 
indispensable function of DMS. The first step to study the distribution 
system stability is to define the system model. 

11.9.1 System Models 

The stability analysis here is focused on frequency dynamics within the 
distribution system, as shown in Figure 11.10. In this design, the 
transmission system behind the substation is modeled as an infinite bus for 
the distribution system. This way, individual DNOs perform their own 
stability analysis for their distribution systems. 

Substation 

Transmission 
System Distribution System 

Figure 1 1.10 Model of a Distribution System 

A distribution system can be defined by specifying its location, 
topology, and sizes and types of loads and DG units. The load flow 
equations given below are the mathematical representation of the 
distribution system: 

(11.1) 
j =1  
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Qi = 2 VjVi (g,  ~ i n ( 6 ~  - 6 j ) -  b, cos(6, - B j  )) (11.2) 
j = l  

where Pi and Qi are the real and reactive power at bus i, K, and 5 are 
voltage magnitudes of buses i andj ,  g, and b, are the line admittance 
parameters, and Biand B j ,  are the rotor angles of buses i and j ,  

respectively. 

Since different DG units have different dynamic characteristics, 
state space models for individual units need to be developed. Suppose that 
the disturbances are small enough, and thus small-signal linear models are 
used for the stability analysis of distribution systems wwa91al. Various 
DG units in the distribution system are modeled as follows: 

x g  = A,Xg -t BgPg (1 1.3) 

where x g  is the state vector of DG units, and -It, is the time derivative 

of x g  ; A ,  is the local system matrix which consists of linear coefficients 

of DG units parameters; Pg is the vector of the real power output of DG 

units, and B ,  is the coefficient matrix. (1 1.1) and (1 1.3) describe two 

different parts of the distribution system, and to integrate these two 
models, the power output of each DG unit is chosen as the coupling 
variable. The state equation of Pg is written as: 

P, = K,@, + D ~ P ~  (1 1.4) 

The two coefficient matrices Kp and Dp are derived from the Jacobian 
matrix; P, represents the random load fluctuation. Then, the complete 

system model is built by augmenting variablep, with the local state 

spaces of individual DG units, and the corresponding system state 
equation is formulated as 

x, = Ax, + DpPD (11.5) 

where x, is the vector of the augmented state space variables and A is 
the system matrix “wa9 1 b]. 
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The inputs to (1 1.5) are system disturbances, which are specified 
by the location and the timing of disturbances. The outputs of (1 1.5) are 
the dynamic behaviors of state variables, including the local and the 
coupling variables. This model is used in this chapter for analyzing the 
system frequency stability due to random disturbances or to implement 
control measures. In addition, dynamic interactions among DG units are 
analyzed as different control strategies are introduced for enhancing the 
frequency stability. 

11.9.2 Stability Analysis 

Maintaining the system frequency has not traditionally been a concern 
because there was no generator in a distribution system. It is now a very 
important issue in distribution systems because multiple DG units 
operating simultaneously could cause a loss of synchronism. 

In several ways, the frequency stability criterion of distribution 
systems with DG units is different from that of a high voltage 
transmission system with large central stations. First, compared with 
central station generators, small-scale DG units have smaller inertias, 
which leads to a stronger coupling between the local state space and the 
system variables. Second, the distribution system has large line 
impedances that could strengthen the coupling between the distribution 
system and the frequency. In some cases, instability occurs as the number 
of DG units increases, which is explained by the fact that smaller inertias 
create stronger coupling between the frequency and the system dynamics, 
while the line resistance is not large enough to provide a sufficient 
dampening. Third, governors of local DG units can be used to maintain 
frequency stability, which may not occur much in transmission systems as 
the governors of large-scale generators react very slowly. 

To maintain frequency stability of a distribution system with a 
multitude of DG units, sufficient attention needs to be paid to the control 
parameters of local DG units such as time constants and gains. 
Accordingly, a more effective procedure for the real-time control of state 
variables is to seek proper ranges for DG control parameters by 
calculating the sensitivity of eigenvalues to parameters. It may also be 
desirable to extend secondary controls to DG units so that the frequency 
can be restored to its nominal level as quickly as possible. 

The eigenvalue analysis of the system matrices, A, and A in (1 1.3) 
and (1 1 3 ,  is used to identify the cause of the frequency instability. The 
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eigenvalues for individual DG units and for the system are easily 
calculated. In many scenarios, even if each unit is individually stable in 
terms of their eigenvalues, the whole system can be unstable. If the 
unstable modes cold be uniquely associated with certain state variables, 
frequency stability might be easily regained by identifying and 
implementing proper control to those state variables. Unfortunately, state 
variables associated with unstable modes vary with different system 
configurations. To solve this problem, participation factors are used to 
identify the association of an individual state variable with a specific 
instability mode. A participation factor provides a measure of the 
contribution of a state variable to an eigenvalue and thus can be used to 
guide the controls to state variables [Nwa92]. 

The frequency drift or instability can be corrected in time through 
a closed-loop frequency control infrastructure as shown in Figure 1 1.1 1. 
Based on the frequency analysis results, the DNO will send control signals 
to UDCs and ESPs, who operate DG units, to adjust the power output of 
DG units that are committed to the DNO for operation control. This 
control infrastructure will be the same one as that for secondary frequency 
control. 

I I 

..................................................................... 

Frequency Sampling 

: Control Signals 
“ ~ . ‘ y ’ L ‘ , 6  

..................................................... yg 1 I Control Signals 1 

us I_ ............................. : ............................................................................ i 

Figure 1 1.1 1 Closed-Loop Frequency Control 

11.10 DISTRIBUTED VOLTAGE SUPPORT 

From the DNO’s viewpoint, a very attractive feature of DG is the potential 
for providing ancillary services, especially the spinning reserve and 
voltage support to power systems. A distribution system supplies power 
directly to consumers where the voltage control has become the most 
important concern in the distribution system operation. In the traditional 
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distribution system, utilities could not easily maintain the voltage profile 
of a system because the substation was the only reactive power source. 
The length of the main feeder had to be limited within certain ranges, and 
in many cases, expensive capacitor banks had to be installed near the load 
to maintain the desired voltage level at certain buses. This capacitor 
option incurred a lot of extra capital investment and operation maintaining 
charges. 

Unlike the system frequency, which is the same at any bus across 
the entire system, voltages at different buses can be different as long as 
they fall within a desired voltage profile. Bus voltages are regulated at 
regional levels rather than at the system level, where one or more pilot 
buses are chosen from the system to provide regional reference points. So 
the voltages of pilot buses must be maintained within the desired voltage 
levels to maintain a feasible voltage profile for the system. The voltage 
level of a pilot bus is maintained by making use of reactive power sources 
near the pilot bus. Due to this local property of voltage control, DG units 
that are sited within the distribution system and close to consumers are 
more suitable to provide voltage support than the central station 
generators connected to the transmission network. 

Most DG units have certain types of power conditioning 
equipment that can be set to generate power with a leading or lagging 
power factor and hence can be dispatched to compensate the local reactive 
power mismatch. By controlling power conditioning equipment, DG units 
can increase or decrease their reactive power supply, which not only 
maintains the DG units’ terminal voltage within given limits but also 
provides VAR support to the system. In some extreme cases, DG units are 
operated as static VAR compensators to supply reactive power to the 
system. In addition, DG units improve the voltage profile simply by 
supplying both power and reactive power to consumers, which reduces not 
only the power losses but also voltage drops caused by power delivery 
along transmission lines and feeders. 

A better voltage profile of a distribution system can be obtained 
by realizing the following two measures: 

0 Real-time monitoring and control of DG units. A pilot bus 
represents the voltage level at a large number of adjacent buses. 
Previously, only a very few buses were chosen as pilot buses in the 
distribution system, where each pilot bus had a difficult task of 
maintaining the voltage level of a great many buses in large distribution 
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areas. Besides pilot buses, terminal buses of DG units could often be taken 
as quasi pilot buses for the purpose of voltage control. Then the pilot bus 
could more accurately represent the voltage level of a relatively smaller 
area. Furthermore, most DG units had the ability to maintain their terminal 
voltages within specific limits, which helped maintain the voltage level of 
their adjacent buses. 

0 Distributed voltage control by DG units. With numerous DG units 
operating in the distribution system, the entire system can be divided into 
a number of control areas, as shown in Figure 11.12. For distributed 
voltage control, each control area will have one pilot bus. I f  voltage 
control interactions among adjacent control areas are negligible, the 
distributed voltage control in each area will be implemented 
independently. However, when more than one DG unit is participating in 
the voltage control of the same pilot bus, as depicted in Figure 1 1.13, the 
DNO coordination effort will be required. The prerequisite for such a 
distributed control scheme is that the DNO will have the right to operate 
the DG units in the system. Real-time closed-loop voltage control will be 
applied to DG units that are committed to the DNO by their investors, as 
their real-time sampling data of voltage will be sent to the DNO via the 
SCADA system. 

Control Area h 
Transmission 

( Control Area k ) 

Figure 1 1.12 Distributed Voltage Control of Distribution System 
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Figure 1 1.13 Distributed Closed-loop Voltage Control 

11.11 DG IN POWER MARKET COMPETITION 

11.11.1 Retail Wheeling 

The restructuring of the power industry has implications for the corporate 
structure of electric utilities, the pricing of energy products and services, 
the quality of service delivered to consumers, and the selection of energy 
generating technologies. The concept of applying the IS0 to the wholesale 
power market at the transmission level is reasonably defined and accepted 
by the industry. The next stage of restructuring could extend the 
competitive market to the retail level for creating a competitive retail 
market which allows direct access to consumers. Unlike the wholesale 
market where electric energy is traded at the bulk level, the retail market 
will allow consumers to choose energy providers. Hence, after the 
establishment of the retail power market, consumers will not be restricted 
to buying energy from their local electric utilities. The establishment of 
the retail market could lead to further technological and institutional 
changes, among which the concept of retail wheeling is critical. 

The purpose of retail wheeling is more than lowering the energy 
costs; it is an entirely new paradigm for marketing the transmission, 
distribution, and consumption of electricity. In a time of retail wheeling, 
electric utilities could sell energy to consumers that are far from their 
home territories; similarly, consumers can purchase energy from electric 
companies that are remotely located. To avoid the transmission and 
distribution tariffs of intermediaries, which will drive the prices up, 
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energy providers prefer to utilize DG technologies. Conceptually, retail 
wheeling is the principle of opening up to competition for energy sales to 
retail consumers, which is intended to allow consumers to purchase 
cheaper electricity from providers other than their local UDCs. Such a 
retail competition is critical to determining the DG’s role in the power 
industry. DG can obtain opportunities to sell power as well as necessary 
ancillary services to consumers, through the establishment of a retail 
power market. 

The first step in developing a retail competition is to open services 
in the revenue cycle, such as metering and billing, to competition. 
Proponents of the retail competition seek access to the wealth of consumer 
information that would become available through direct access to 
consumer. This step is only the beginning, however. From the perspective 
of DG, the retail competition brings about more changes. To ensure that 
technical changes are made to the way distribution systems are designed 
and operated, an appropriate commercial and regulatory framework would 
need to be created that defines the criteria based on which DG participates 
in the power market. 

As to DG, retail wheeling will happen when consumers in a 
distribution system are interested in purchasing DG units’ energy that is 
produced in other distribution systems. In such cases, the total energy 
produced by DG units in a distribution system will exceed the local 
network’ demand; however, the excess energy will be represented as an 
equivalent generator that injects power into the transmission grid. The 
retail wheeling of the excess energy will depend on the operating 
condition of the substation transformer. If any injection to the 
transmission is prohibited, the excess energy will not be sold. In either 
case, T&D costs and associated ancillary services will be imposed on the 
energy sellers and purchasers, in addition to the possible congestion 
penalties. 

The energy injected by DG into a transmission system could flow 
freely from any source to any sink in the power system. For instance, the 
DG energy in Figure 11.14 is wheeled to a different distribution system 
than where it is intended (i.e., the load in the figure). This condition is 
referred to here as virtual wheeling since the intended flow is not 
physically realized. In other words, the contract path (dotted line) does not 
conform to physical path of power flow. A more realizable retail wheeling 
of DG is depicted in Figure 1 1.15. 
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Figure 1 1.14 Virtual Retail Wheeling 

Figure 1 1.15 DG Retail Wheeling 

11.1 1.2 Ancillary Services 

As we mentioned earlier, DG units can provide ancillary services 
including spinning reserve and reactive power to the system. Flexibility 
in the DG operation, especially quick ramping up and shutting down, will 
not only enable DG unit operators to take advantage of short-term sales 
opportunities but also enables them to take DG units as a choice for 
spinning reserve. In addition, DG can provide reactive power for the local 
voltage support, because most DG units are equipped with power 
electronic converters which employ line-commutated switching devices, 
such as thyristors, or certain self commutated devices to convert the 
generated dc power to the standard ac power. These power electronic 
interfaces are configured to provide reactive power for the purpose of 
ancillary services. Therefore, DG units can provide support for the system 
frequency stability and help maintain voltage profiles which are incurred 
by load fluctuations or other abnormal events in distribution systems. 
When supporting voltages, DG units function like a synchronous 
condenser, a static VAR compensator, or FACTS devices in transmission 
grids. 
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There has already been an ancillary services market in the 
transmission level operated by the ISO. The ancillary services from 
various DG units can be used to improve the performance of the system 
operation. However, the lack of a local distribution system market for 
ancillary services may have adverse effects on the retail market 
competition. The lack of market may create a discrepancy in ancillary 
services as there is no mechanism to treat services that DG units provide 
equitably with those provided by the distribution system. Hence, with the 
establishment of a power retail market, there is an imperative need for 
establishing an ancillary services market with DG, so that DG units can 
participate in the ancillary services competition. 

Ancillary services of DG units, shown in Figures 1 1.16 and 1 1.17, 
could greatly improve the system’s performance. Before DG could 
provide ancillary services, the generation system was the only source of 
ancillary services. The delivery of ancillary services by traditional means 
can cause extra power losses and incur the additional cost of power 
transmission and distribution. DG is located closer to consumers and more 
prompt to response in emergencies. With ancillary services available from 
DG in local distribution networks, consumers can buy ancillary services 
along with DG energy, which reduces power losses on transmission and 
distribution systems and improves the system performance. 

DG units can compete for ancillary services only when ancillary 
services are unbundled from the energy supply. In this sense, policies and 
market mechanisms for ancillary services will greatly influence DG 
planning and investment. In other words, strong policy incentives and 
effective market mechanisms for ancillary services are prerequisites for 
making a full use of DG potentials. 

Ancillary Service 

Figure 11.16 Ancillary Services without DG 



DISTRIBUTED GENERATION 433 

Ancillary Service 

Ancillary Service Ancillary Service 
Transmission Distribution Generation 

System Systems Systems 

I Ancillary Service 

f l  Consumers 

Figure 1 1.17 Ancillary Services with DG 

11.11.3 Role of Aggregators 

A key issue about the direct participation of DGs in a retail market is that 
the IS0 may not be able to deal with a large number of individual 
resources. When the DG integration is fully implemented, the information 
to be processed by the IS0 would be huge and incur very high 
communications requirements. For this reason, aggregators can provide a 
substantial help for managing DG units. In general, the IS0 may not be 
particularly interested in learning the details and concerns of each DG 
customer; likewise, customers have neither the time nor the interest in 
learning about the load control and management issues. Aggregators can 
bridge this gap. By handling communications with a large number of DG 
units, aggregators present the IS0 with a single point of contact for a 
reasonable amount of capacity, quite similar to the ISO’s interface with 
generating resources. 

Wholesale and retail markets have different functions, yet they 
interact extensively. In such a complex market environment, where there 
could be many participants, aggregators will play an indispensable role in 
the normal operation of power markets. Aggregators would collect energy 
supply and demand information and then trade energy in the power 
market. There are aggregators for the wholesale market, but they play a 
more important role in the retail market. This is because there are a much 
larger number of participants in the retail market than in the wholesale 
market. Besides, most DG investors would prefer to commit their energy 
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trades and management to a third partner who is more familiar with the 
power market and knows more about the functionality of their DG units. 

The role of aggregators in retail market is depicted in Figure 
1 1.18. Aggregators can greatly reduce the burden of the IS0 and the local 
DNO when there is a tremendously large number of participants in retail 
market. Once transactions are approved, the aggregated DG capacity 
becomes immediately dispatchable by the DNO, especially when required 
to provide peak power and spinning reserve capacities. 

Producers and Consumers of r DG Energy 

ii Aggregators 

1 
I Transactions in Retail Market I 

Transactions Verification by DNO for 
Distribution system Operation Reliability 

Figure 1 1.18 DG Power Trading in Retail Market 

The aggregation of DG will be mainly focused on the following 
three issues: 

0 

0 

0 

Energy supplied by DG units 

Energy demand for DG units 

Ancillary services supplied by DG units 

Aggregators look into the local distribution systems as a market 
for DG because major advantage of DG lie in the elimination of T&D 
costs. However, if some DG energy has to be wheeled to other regions, 
associated T&D cost and possible congestion penalties have to be taken 
into account. 

Bulk power producers will mainly participate in the wholesale 
electricity market, but with the aid of aggregators, they can also take part 
in the retail market for competition. The IS0 will be responsible for the 
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verification of the reliability of transactions that need to be transmitted 
across the transmission network, no matter if they are made in the 
wholesale market or in the retail market. The DNO is only responsible for 
the verification of the reliability of retail transactions that are to be 
transmitted within the distribution system. The comprehensive power 
market paradigm for both wholesale and retail markets is shown in Figure 
11.19. 

DG Energy 
Producers 

Producers Retail Customers 
Bulk Power 

Wholesale Buyers 

PX (Wholesale Market) PR (Retail Market) 

DNO Reliability Verification of 
Transmission Systems Distribution Systems 

Figure 1 1.19 Comprehensive Power Market 

When they help DG investors participate in the ancillary service 
market of the power system, aggregators first perform the commercial 
function of identifying which DG investors are interested in, and capable 
of participating in, ancillary service markets. Aggregators determine their 
collective capability to provide each ancillary service and negotiate with 
each DG to determine what a DG would be willing to provide at any given 
price. With this information, aggregators negotiate with the IS0 for the 
supply of ancillary services. Negotiations between aggregators, system 
operators, and DG owners are presumed to iterative. 

Aggregators would need to establish physical communications 
with the IS0  so that the IS0 is able to treat the aggregated DG as a single 
resource. However, aggregators establish a communications network to 
DG units that can be used to convey both control and price signals. 
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Aggregators also perform important real-time decision functions. 
They negotiate the price and committed quantity for aggregation by 
interacting with the ancillary service market and DG owners in real time. 
The aggregator will assemble the collection of DG capabilities into a 
coherent ancillary service bid for day-ahead and hour-ahead markets. If 
the I S 0  called for less than full deployment, the aggregator must be 
capable of exercising control over the collection of resources. For 
example, the aggregator may have sold 200 MW of supplemental 
operating reserve. The IS0 may only call for 100 MW to be deployed. 
The aggregator could tell each DG to provide only 50% of what it offered, 
or it could tell half of the DG units to deploy. Or a combination of the 
two methods will be used based on bids to deploy DG units. Finally, the 
aggregator must notify DG owners of commitments that resulted from 
each round of market clearing. 

An aggregator will also be involved in the performance evaluation 
and compensation of each DG unit. Compensation for the aggregated 
response will be based on the market rules established for ancillary service 
providers. The existing metering at each DG site will record individual 
data and report to the aggregator at the end of the billing cycle. Individual 
meters may record deployment requests as well as DG response to ensure 
that the communications system functions properly. Market provision of 
ancillary services, as opposed to the vertically integrated utility’s 
command-and-control system, requires that prices be negotiated through a 
bidding scheme before each market closes. Faster communications will be 
required when deployment of reserves is required. However, this type of 
signal can be broadcast to corresponding resources and need not be 
specific to each entity. Certification and after-the-fact metering can 
replace the real-time monitoring of each DG unit. Aggregators will 
provide a valuable service by assembling DG collections to present large 
blocks of controllable power to the ISO. 

11.12 CONGESTION ELIMINATION 

The wide applications of DG technologies may be utilized in congestion 
elimination. Congestion pricing should be an incentive for DG investors, 
since DG units can be easily installed in high price areas of the system. 
Customers in these areas will find the employment of a compact DG unit 
more attractive than that of a central station. When many DG investors 
compete in these areas, the market will decide which competitors will win. 
On the other hand, DG owners who are counting on serving a high-price 
congested area run the risk that a TRANSCO might decide to build a new 
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transmission line to alleviate the congestion. If this happens, even if DG 
technologies are economically more viable, the DG owners could lose 
because the transmission cost and local energy prices would drop 
dramatically. In this sense, if other benefits are disregarded, DG 
technologies located in low-price areas will not offer any price 
advantages. 

Theoretically, DG units could take part in congestion bidding in 
competition with central generation stations. However, currently bulk 
power production has a cost advantage over most DG technologies. If the 
IS0  could not distinguish among the types of power suppliers that 
participate in the bidding, DG would lose its competitive edge when its 
advantages, such as environmental impacts and high efficiency, are 
neglected. The problem here is that there is no great gain for the IS0 to 
distinguish the energy types for the purpose of congestion management, 
since DG technologies can get special policy support in their routine 
applications. Even if the IS0 could distinguish among the types of power 
suppliers participating in congestion bidding, the participation of DG in 
congestion elimination is further quite limited because it will be affected 
by the operation mode of the distribution system. Because most DG units 
supply energy only to local consumers, if the retail wheeling cannot be 
implemented, a DG investor must find a partner, that is, a consumer in the 
local distribution system for the purpose of congestion elimination. 

This process is illustrated in Figure 11.20. GENCO A contracts 
with consumer X to supply YMW power, but this transaction is subject to 
a severe congestion charge. In this case, DG K would like to supply part 
or all of their contracted energy to consumer X for GENCO A .  

Consumer X 

GENCo A Substation 

I- - - - - - - 
P Congested Line Substation 

-------+--I- 
.- 

Figure 11.20 Congestion Mitigation with DG 
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Therefore, the congestion can be mitigated and the congestion 
charge of GENCO A and consumer X will be reduced. The difficulty here 
is how DG K or its aggregator finds GENCO A and consumer X ,  and how 
they will negotiate the service prices of DG K. The agent theory can be 
used to resolve such kinds of problems. 



Chapter 12 

Special Topics in Power System 
Information System 

Presently, the Internet based e-commerce makes it possible to trade 
electricity in a power market in real time. The geographic information 
system (GIS) and global positioning system (GPS) are being applied to the 
power system’s real-time monitoring and control, and this has greatly 
improved the operation and management of power systems. In this last 
chapter of the book, we discuss several advanced tools for the power 
system information processing. These include: 

E-commerce of electricity 

Geographic information system 

0 Global positioning system 

12.1 E-COMMERCE OF ELECTRICITY 

The e-commerce, which is the abbreviation for electronic commerce, refers 
to any type of sales or purchases conducted in real time and via an 
electronic network; the infrastructure of such an electronic network can be 
on the Internet, leased communication lines, or even wireless connections. 
The online trading is an alternative term for e-commerce, though it mainly 
refers to the Internet application. The main purpose of e-commerce is to 
make transaction processes faster, more effective, more dependable, and 
more responsive to changing conditions. The Internet provides a wide 
arena for applying e-commerce to almost all kinds of commodities. In 
recent years, e-commerce has expanded significantly as many companies 
embrace worldwide online trading, and now most businesses have learned 
that their market is just a mouse away, if not at their fingertips. It is 
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estimated that the global e-commerce will reach a multi-trillion dollar level 
of business-to-business and business-to-consumer sales in the near future. 

Electric power is viewed as a perfect commodity for trading by e- 
commerce. With the restructuring of power industries, electric power 
becomes a commodity that consumers can acquire over the Internet. Under 
such a condition, any power company is able to trade electricity in an 
electronic power market, and buyers can choose their business partners in 
terms of their preference. But unlike other commodities such as food and 
oil that can vary in quality, electricity is fungible, and the simplicity of 
dealing with such a fungible commodity has greatly motivated the 
application of e-commerce to electricity transaction. On the other hand, e- 
commerce can meet the rigid real-time requirement of electricity 
transaction, by matching supplies with the demand in a very quick manner. 
Following the e-commerce development in other industries, the e- 
commerce for power trading grows along two possible tracks. On one 
track, power suppliers set up shops on the Internet to sell power directly to 
consumers. On the second track, consumers and suppliers submit bids to a 
power exchange market for trading power. Although most e-commerce 
cases in other industries started on the first track, the second track is widely 
adopted in power industries. 

Like other activities that involve the exchange of information 
among entities, electricity trading has been completely transformed by the 
utilization of the Internet, and the development of the Internet has 
prompted the restructuring of power industries and the establishment of 
electric power markets. As a public facility, the Internet allows power 
market participants to trade not only electric power but also various 
services, including the transmission rights for power delivery and ancillary 
services that support the reliable operation of a power grid. 

Because of the special characteristics of power system operation 
that require the real-time balancing of supply and demand, a central entity 
like a power exchange is generally designated to be responsible for the 
electricity trading activities of the whole system, including interchanges 
with neighboring control areas. This independent entity could be separated 
from the IS0 so that the IS0  can concentrate on the system operation, but 
an alternative choice is to set up a separate department within the IS0 to 
perform market functions; for example, the PJM I S 0  has such kind of 
organizational structure. No matter what structure a power system adopts, 
a power trading system should comprise an energy auction market and an 
ancillary services auction market that have different trading contents and 
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purpose, even though from the system operation perspective, energy, and 
auxiliary services are closely related and their transactions need to be 
optimally coordinated. Transaction activities of these two markets are 
mainly based on e-commerce through which market participants dispersed 
in the entire system can participate by using the Internet. 

All power exchanges are established on a certain online trading 
system, which is based on the Internet or some other kind of private 
computer network. Online trading systems now evolve in the direction that 
will improve price transparency, lower transaction costs, and make traders 
more productive. A trader equipped with only a Web browser and some 
necessary Web-enabled applications can make transactions almost 
anywhere and at any time. On the other hand, power exchanges provide but 
a marketplace to facilitate power trading based on a bid mechanism; they 
are not a party to any transactions and thus do nut bear any credit risks. 
Besides electronic exchanges, some hybrid trading systems can also use 
voice brokering. Although trading efficiency is critical to online trading, 
customers are more concerned whether a trading system can provide them 
with a competitive edge to maximize their revenue rather than merely 
saving time. A market participant who offers a bid must take into account a 
number of associated factors to win the bid. 

In an intensely competitive power market, especially in a 
wholesale power market, power trading is a risky activity just because 
electricity is a special kind of commodity and is different from other 
commodities in the following aspects: 

Electricity is non-storable. 

Demand and supply should be kept in balance on a moment-to-moment 
basis. 

Electricity price is closely correlated with that of many other volatile 
commodities. 

Trading activities are related to the reliability of power grid operation. 

These particular characteristics of electricity cause volatility of the market 
price. 
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12.2 ADVANTAGES OF E-COMMERCE FOR 
ELECTRICITY 

The e-commerce for electricity has demonstrated the following advantages 
over conventional trading approaches: 

Easy accessibility. In using online trading, market participants do not 
need to be present on a trading floor, and face-to-face negotiation will 
no longer be necessary. An online trader can obtain even more 
complete information from the Web. 

Real-time pricing information. Online trading provides real-time 
pricing information as a value-added service, which is crucial for 
decision making in an intensely competitive real-time market. In 
today’s “e” era, traditional news media like newspapers and TV are 
perceived to be too slow to be practical. 

Minimizing risk. By instantly locking transactions at the point when 
they are optimal, power exchanges help market participants get their 
best trading prices while minimizing risks, trading time, and 
administrative gridlocks of traditional trading schemes. 

Saving time and money. In an increasingly competitive power 
market, it is difficult for market participants to effectively monitor the 
moment-to-moment fluctuations of the market situation. Online trading 
can transact electricity in real time and at the right price. By 
automatically setting customized procurement goals for customers, 
power exchanges can let their customers concentrate on their core 
businesses. Power exchanges post the customers’ energy requirements 
on the real-time power market where qualified energy suppliers will 
compete. There are no proposals for the customers to write, no 
negotiations, and no complex analyses of contract terms. In addition, 
the customers do not need to spend time seeking partners, because an 
online trading system will maintain continual access to a 
comprehensive roster of power suppliers and consumers. Some power 
exchanges provide their services free of charge to consumers as they 
get a transaction fee from power suppliers. 

12.3 POWER TRADING SYSTEM 

To promote and stimulate effective competition, restructured power 
systems capitalize on the Internet for conducting the e-commerce which 
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can almost automate all core processes of business. Many power 
companies have already embarked on deploying online trading systems for 
e-commerce. For instance, by making use of the online trading system, 
transmission companies can develop an information bus that connects their 
business critical applications to enable information from these disparate 
systems to be shared companywide; power marketers can also integrate 
systems for credit management, power trading, and risk management; ESPs 
can integrate applications for contract management, billing, and so on, and 
to exchange data with generation companies, distribution companies, and 
power exchanges. 

12.3.1 Classifications 

The trading system or platform is a workspace composed of one or more 
computers and software programs for e-commerce. According to their 
utilization of the Internet, trading systems can be divided into the following 
two categories: 

0 Internet-based platform 

Web-based platform 

Though both categories are based on the Internet and in many 
cases are used interchangeably, there are some differences in terms of the 
terminologies for the Internet and the Web. The Internet is a public 
network that connects computers around the world. Through the use of 
TCP/IP, the Internet allows a customer to access resources on another 
computer at any place in the world; hence, information can be exchanged 
on the Internet. The Web is an Internet-based service that utilizes the 
Internet. By using the Web, one can browse documents stored on the Web 
servers located anywhere in the world. Obviously a Web-based platform is 
by nature Internet-based, but the reverse is not necessarily true. A purely 
Internet-based platform does not require application-specific customer 
software or browser plug-ins; other advantages of the Internet-based 
platform include simpler installation and integration, easier upgrading, 
greater reliability, higher security, and more functionality. However, with 
the advent of multi-media functions, the Web provides more attractive and 
convenient interfaces, and Web-based platforms have become more 
popular. 

Before the power market becomes open to power retail, there is to 
consider a unique wholesale power exchange (WPX) in the system which 
is usually operated by a department of the IS0 and by an entity 
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independent of the ISO. When the power system restructuring reaches the 
stage of power retail, there will be a number of retail power exchanges 
(RPXs) that will be operated and managed by SCs, brokers, marketers, and 
ESPs. In this circumstance, it will be the level of liquidity that determines 
the success of an RPX. The market liquidity is a measure of whether or not 
buyers and sellers are able to find each other and transact quickly and 
satisfactorily. The number of active participants and the daily trading 
volume are the indicators of the market liquidity. Alternatively, the smaller 
the bid-offer spread, the greater will be the liquidity. Increased liquidity 
represents the ability for an RPX to perform e-commerce. Theoretically, 
the level of liquidity can be demonstrated by an RPX's ability to attract a 
critical number of participants, which can gradually generate the necessary 
inertia to increase the market liquidity and the trading velocity; in other 
words, liquidity begets liquidity. Because traders usually spend half of their 
trading time in looking for usehl information, RPXs could provide price 
discovery services to allow traders to directly reach an appropriate 
community of partners. 

Market participants make power transactions by using the Internet 
interface provided by the power trading system. As multiple power 
exchanges occur in the restructured power system, power trading will be 
processed in the distributed manner illustrated in Figure 12.1. In such 
circumstances, different power exchanges will have different market- 
clearing price. The MCP of the WPX will be determined based on a 
bidding mechanism, while the MCP of an RPX will be determined by the 
bilateral contracts of power suppliers and consumers, which could be 
affected by the liquidity of the RPX. After the market is cleared, all power 
exchanges will submit their balanced power transactions to the IS0  for 
reliability verification. 

12.3.2 Configuration Requirements 

The very basic requirement for a simple power trading system is that it 
should provide a mechanism for posting bids and offers. An important 
issue in power trading is the certainty factor that could motivate a trader's 
confidence. Certainty could be implemented by the rules, penalties, failure 
terms, and dispute judgment tools that govern the trading system and define 
proper trading practices and responsibilities of both trading sides. Certainty 
is guaranteed if trades are completed and delivered as agreed. 
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Figure 12.1 Power Market with Multiple Power Exhanges 

A trading system needs to treat all participants in a fair manner; 
otherwise, customers will no longer trust the trading system and turn away 
to look for other alternatives. Moreover, all market participants should 
comply with market rules that include credit verifications and legal 
enforcement procedures. All traders would be required to show that they 
are able to satisfy financial obligations in with high degree of certainty. 
The trading system’s governance should be independent of market 
participants. In all, a power trading system should have following 
characteristics: 

0 Independent administration 

0 Effective rules 

0 

0 Adequate market information 

0 Comprehensive trading opportunities 

User-friendly interfaces and powerful tools 

Because power trading is not a stand-alone activity, most power 
trading systems offer end-to-end software solutions which integrate front-, 
middle-, and back-office applications. Actually, some critical matters for a 
trading system, such as bandwidth, speed, scalability, security, reliability, 
flexibility, compatibility, and ease of integration with other systems, are 
just behind the scene. Besides, they provide value-added services; for 
instance, some power companies are trying to facilitate transactions by 
providing their customers with additional functions such as online news, 
powerful market data analysis tools, and decision support systems [Dav02, 
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Lee02, Sko02, Vis021. In this regard, a good power trading system should 
provide appropriate functions such as information function, analysis 
function, risk management function, and decision-making function that 
enable their customers in a number of ways: 

0 

0 In forecasting electricity price 

0 

In forecasting supply and demand 

In hedging possible risks to a maximum extent 

However, to meet the challenge of increasingly intense market 
competition, a power trading system needs to automate the business 
processes for interactions with customers, employees, and trading partners 
including energy seller and buyers, PXs, and ancillary service providers. A 
power trading system would need to exchange business information with 
partners, customers, and employees reliably and securely across corporate 
networks and over the Internet. In all, a power trading system should have 
following four kinds of functions [VojOl]: 

Business process management. This function controls and 
coordinates the exchange of information and transactions with trading 
partners. 

Business-to-business communications. This function enables secure 
and reliable exchange of information and transactions with trading 
partners over the Internet to support collaborative business processes. 

Enterprise application integration. This function enables secure and 
reliable movement of information and transactions in and out of 
internal business applications. 

Real-time analysis. This function continuously monitors and analyzes 
business processes to proactively identify and respond to problems as 
they occur. 

Further, a power trading system should be able to scale well in both 
complexity and performance as the system expands its business. 

12.3.3 Intelligent Power Trading System 

Power trading activities on the Internet involve a number of important 
functions. These include understanding the sellerhuyer's behavior, dealing 
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with incomplete player information, and negotiating deals like a human 
being. Although most power trading systems have installed advanced 
software programs to address complicated issues involved in power 
trading, present power trading systems have weaknesses in many aspects of 
their functionality. In fact, advanced tools are critical to the success of 
consumers in their market competition; therefore, power trading systems 
are expected to be capable of automatically seeking cheaper energy sources 
on the Internet and bid them in the auction market. Hence, new application 
tools must be developed to improve the performance of present power 
trading systems. In this regard, artificial intelligence techniques such as 
intelligent agents and game theoretic modeling can be used in 
implementing intelligent power trading systems [Sri99]. 

An intelligent trading system will have many new functions for 
handling incomplete information about the market, forming bidding 
strategies, learning partner's behaviors, and negotiating deals. The wide 
application of intelligent software agents will eventually lead to the 
appearance of an intelligent power trading system. Intelligent software 
agents can communicate and cooperate with each other to perform many 
functions for power trading, which will help explore the dynamics of 
power market and provide a useful vehicle for investigating the trading 
strategies of market participants. An intelligent software agent can help 
power traders analyze the behavior patterns of other traders, negotiate a 
deal with other traders, bid successfully in auctions, and even collect time- 
relevant information from various Internet sources. 

When an intelligent power trading system is implemented, 
concerns should be focused on the following aspects: 

0 

Where should intelligent software agents be used? 

What tasks can an intelligent software agent perform? 

What knowledge must a competent intelligent software agent possess 
to solve problems efficiently and effectively? 

What scheme can be used for coordinating a group of agent? 

12.4 TRANSACTION SECURITY 

Secure exchange of business information is critical to all market 
participants because their profits could be purposely reduced if their 
transaction information is made known to their competitors. Although the 
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Internet makes the communication and sharing of information more 
convenient and efficient than ever before, its open accessibility also 
significantly increases risks for information security at the same time. 
Certain security measures must be provided to market participants. Many 
secure procedures such as transaction registration, password, and security 
key have effectively reduced the risks that market participants could 
otherwise meet. Some standardization measures can help not only lower 
the transaction security risk level but also improve price transparency, 
lower transaction costs, make traders more productive, and even provide a 
means to quantify risks. 

With the rapid development of e-commerce, the credit risk has 
become another important concern. By credit risk we mean here a chance 
that the counterparty defaults on the transaction, consequently leaving its 
partner with the physical product outlay. Although most participants have 
their own trading limits and restrictions, the risk of trading out of limits 
increases when their trading activity increases. Since credit risk is now as 
real time as power market, it is necessary for the power trading system to 
provide certain virtual credit services for the customers. For instance, to 
avoid credit risk, some PXs will provide a credit preference feature to 
allow traders to specify the counterparties with whom they are willing to 
trade, while some other power exchanges can automatically prevent 
customers from further trading once credit limits have been exceeded. In 
providing a credit risk management component, they ensure that customers 
will stay within their credit limits 

12.5 POWER AUCTION MARKETS 

12.5.1 Day-ahead Market 

The day-ahead market determines the basic energy price for the following 
day on an hourly basis. Different power markets have different schedules 
for the following day, and the opening time of the day-ahead power market 
is different for individual power systems. In systems like that of California, 
the day-ahead market opens at 6:OO am and closes at 1:00 pm of the day 
ahead of the scheduling day. When the day-ahead market opens, market 
participants, either buyers or sellers, submit their bids electronically to the 
PX prior to the deadline set by the PX. Some bids may be sent by audit e- 
mail. Besides the amount and price of energy, the content of a bid for the 
day-ahead power market should include the adjustment bid and the 
ancillary services bid. Adjustment bids are used for congestion 
management and the ancillary services are used for enhancing the 
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reliability of power transmission. Once a bid is sent out, it cannot be 
changed unless modification is required by the PX. 

For each hour of the following day, sellers bid a supply schedule at 
various prices and buyers bid a demand schedule at various prices using 
respective electronic datasheets. The PX then verifies the submitted bids 
and whether their formats and contents meet specific requirements. 
Incomplete or invalid bids will be returned to traders by e-mail and each 
associated trader will have one additional chance to modify its bid. After 
the verification of all submitted bids, the PX aggregates all the supply bids 
in the ascending price order, aggregates all the demand bids in the 
descending price order, and determines the MCP at each hour based on 
participants’ supply/demand bids. The 24 hourly MPCs are determined for 
the following scheduling day, and each MPC is enforced at the beginning 
of the corresponding hour. 

The bids initially submitted for the day-ahead market are actually 
portfolio bids. In other words, power supply bids are not required to refer 
to any specific generation unit or power plant, and demands bids are not 
required to provide specific location for loads. The first step in the power 
auction concerns the amounts and prices of bids. However, once the PX 
has determined the MCP, winning participants in the day-ahead market are 
required to split their bids into specific generation unit and load schedules, 
respectively. The PX submits the corresponding market information along 
with the bilateral load and generation contracts to the IS0 for system 
reliability verification. 

Based the generation and load information received from the PX, 
the IS0 determines whether there is a possibility of any transmission 
congestion as a result of these schedules. If transmission congestion 
appears during certain periods of the scheduling day, the IS0 calls for load 
and generation adjustments. The winning participants submit adjustment 
schedules voluntarily to the PX or their individual SCs. The adjustment 
auction process is quite similar to that of the day-ahead market. If there are 
insufficient voluntary adjustments, the IS0 will issue mandatory 
adjustments to participants to mitigate the potential transmission 
congestion. The IS0 will then announce the final day-ahead schedules. 

The power trading in the day-ahead market is depicted in Figure 
12.2. In the figure, the iterative process is represented by the dashed line 
for utilizing adjustment bids in the day-ahead market. When the market 
closes, the PX declares the energy prices for the day-ahead market. 
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Transactions are subject to mutual payment obligation between the PX and 
participants, and settlements are based on schedules within three days after 
each trading day. The energy price determined in the adjustment auction 
market will be used for calculating congestion charges [Sha02]. 
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Figure 12.2 Day-Ahead Market Trading Process 

12.5.2 Hour-ahead Market 

The mission in the hour-ahead power market is to provide an opportunity 
for market participants to adjust their transactions in the previous day- 
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ahead power market. There are two major reasons for setting up such an 
hour-ahead market. First, the hour-ahead market provides an opportunity 
for participants to adjust their day-ahead commitments based on the newly 
obtained information. These adjustments will greatly increase the liquidity 
of the market. Since power transactions have already been set in the day- 
ahead market, the available transfer capacity of transmission system gets to 
be limited in the hour-ahead market, which means that the amount of 
power transactions in hour-ahead market will be limited. Second, suppliers 
and consumers who participated in the day-head market may be interested 
in making changes to their scheduled power trades. 

The hour-ahead market opens two hours ahead of the practical 
scheduling and delivery. Participants perform a similar bidding process in 
the hour-ahead market as in the day-ahead market. When the hour-ahead 
market opens, participants submit their supply and or demand bids to the 
PX, and the PX aggregates the supply bids and the demand bids in order to 
determine the MCP. Because the processing time is short, there is not an 
iterative process in the hour-ahead market as in the day-ahead market. 
Once the PX has declared the MPC, all the winning traders will 
immediately provide to the PX with their split portfolio information 
including schedules of generation units, point of demands, adjustment bids 
for congestion management, and ancillary service bids. Based on this 
specific generation and load information, the IS0 checks the system 
operation reliability. If there is no transmission congestion, the IS0 
finalizes these transactions without any modification. However, if there is 
transmission congestion, the IS0 will remove the congestion using the 
existing congestion bids of suppliers and consumers. If the existing 
congestion bids are insufficient, the IS0 will take mandatory measures and 
participants will have to accept these adjustments without any condition. 
The IS0 informs the PX of its decision and when the market closes the PX 
declares the electricity price and individual trading quantity of each 
participant. The power trading procedure of the hour-ahead market is 
depicted in Figure 12.3. The trading process of the hour-ahead market also 
uses electronic datasheet. 

12.5.3 Next Hour Market 

FERC has designated next hour market (NHM) service as voluntary for a 
transmission provider to offer. The use of NHM service is limited to 
interchange transactions having duration of one clock-hour and requested 
no earlier than 60 minutes prior to the start time of the transaction. A 
transmission provider offering NHM service will allow an eligible 
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transmission customer to request a NHM service reservation electronically 
using protocols compliant with the NERC ETAG specification. 

Market opening 

* 
Participants submit supply and demand bids 1 

I PX aggregates bids and determines the MCP I 

Participants submit their split 
generatioddemand portfolios to PX who 

then sends this information to IS0 

Yes 
IS0 checks: is there any 
transmission congestion? 

IS0 removes congestion by 
using adjustment bids and by 
issuing mandatory dispatch 

No 

IS0 finalizes the delivery schedules 

Figure 12.3 Hour-Ahead Market Trading Process 

12.5.4 Real-time Operation 

Generators and loads that have already been scheduled can also submit 
supplemental bids in the event that supply exceeds demand in real time. An 
incremental or decremental bid represents a price that a generator or load 
source would agree on for the right to reduce or increase their supply and 
demand. Supplemental bids must be submitted to the IS0 within certain 
time limit, for instance 45 minutes prior to the operating hour. 
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The IS0  first combines the bids into a system wide bid curve for 
incremental energy, and then determines the real-time dispatch schedule 
for the real-time market. This schedule is usually determined at 10-minute 
intervals in the hour of operation, starting from the beginning of each hour. 
In the case of power undersupply, the IS0  will increase the lowest 
generation bid to restore energy balance; while in the case of power 
oversupply, the IS0  decrease the highest generation bid to restore energy 
balance. The similar dispatch criteria can also be applied to available load 
sources. In the case of power undersupply, the IS0 will reduce the load 
with the lowest decremental bid; while in the case of power oversupply, the 
IS0  increase the highest incremental bid to restore energy balance. The 10- 
minute real time energy price is then set by the bidding price of the last 
generation or load source that was called on to adjust its schedule. This is 
the normal procedure for the IS0  to operate the real-time power market. In 
most cases, the IS0 will try use the cheapest generation or adjustable load 
resources to eliminate the real time imbalance, however, for some 
particular emergences, the IS0 will first dispatch the most effective 
resources rather than the cheapest one to eliminate the system imbalance. 
In this case, the energy price of the real time market will be mostly 
determined by resources the IS0 uses. 

A constrained-dispatch is used for the determination of real-time 
operation to avoid the occurrence of transmission congestion. Because the 
reliability is vitally crucial to a power system, some states have made 
special polices to encourage participants to actively take part in the 
maintenance of the system reliability. For example, in California, the 
energy suppliers who have committed their capacity to one of ancillary 
services markets, except regulation, will receive payment for their energy 
supply in addition to the payment for their ancillary services capacity. 
However, suppliers who provide supplemental energy bids will only 
receive the balance energy payment. 

There is no specific penalty on generators or loads for real-time 
deviations from their final schedules accepted by the ISO. These deviations 
are settled at the hourly real-time market price. A weighted average of the 
10-minute prices is calculated at the end of the hour to settle all 
uninstructed deviations. The weighted average price is called the hourly ex- 
post price. The SCs who provide extra supply or have lower than scheduled 
demand will be paid at this price, while the SCs who provide lower than 
scheduled supply or have extra demand will pay for this price. In this 
sense, the real-time power market is the only spot market for energy since 
all financial settlements are ultimately based on this market. 
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12.6 RELATIONSHIP BETWEEN POWER MARKETS 

There are two forward markets: the day-ahead market for scheduling 
resources at each hour of the following day, and the hour-ahead market, 
which is for deviations from the day-ahead schedule. Also, there is the real- 
time market to balance production and consumption in the real-time. The 
outcomes the two forward markets and the real-time market are closely 
related due to their sequential nature in time. This sequential nature in time 
creates chances for arbitrage by market participants. Market participants 
can also arbitrate between the PX and IS0 markets. The price and quantity 
relationships between these markets can be figured out and evaluated 
through analysis of historical data using certain behavior models. These 
analyses provide useful information for future bidding strategies. In 
addition to the aforementioned factors, the following factors are to be taken 
into account in different markets. 

Impact of price on shifting demand between markets. Buyers could 
avoid high prices in PX market by shifting portion of their expected 
demand into the real-time market. 

Billing of ancillary services based on scheduled demand. This IS0  
practice places an additional cost on the energy purchased in the day- 
ahead market but is not applied to energy purchased in the real-time 
market. It gives an incentive for load schedulers to shift some of their 
demand procurement from the day-ahead to the real-time market in 
order to not pay the ancillary services costs. 

Price volatility. The lower volatility of the day-ahead prices relative to 
the real-time prices may guarantee a price premium for power 
purchased in the day-ahead market. 

Energy supply. The IS0 wants to ensure sufficient generation to 
supply the load variations through the real-time market. However, 
because there is no explicit penalty for failure to serve, the IS0 cannot 
assume that the real-time price would lead to enough supply. So, the 
IS0 will have to use replacement reserves to ensure the liquidity of the 
real-time market. The IS0 may not be able to choose the cheapest 
supply from the real-time market and have to take a spinning reserve 
bid instead due to some technical limitations such as unit ramp 
up/down limits. 
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12.6.1 Bidding Strategy 

There are several deterministic and stochastic factors that will affect the 
revenues of power market participants. These factors include accurate 
forecasting of demand and generation, correct analysis on market power 
and market elasticity, correct analysis of transmission system operation, 
and of operation of the whole system, analysis of transmission outage, 
correct analysis of power generation closely related industries such as oil, 
gas, coal industries, market relationship, and even the analysis of the 
weather conditions. A comprehensive bidding process for both energy 
sellers and buyers is depicted in Figure 12.4. 

Generation Forecast Load Forecast 

Market analysis of 
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Transmission Condition 
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Transmission price 
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Market Participants 
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E5 Risk Forecast 

Markets Relationship 
Analysis 

Day-ahead market 
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Market Property 
Analysis 

Market power 
0 Market elasticity 

Figure 12.4 Formation of Bidding Strategy 

A bidding strategy can be a complicated process, especially within 
a limited time period. Some useful decision-making support tools and 
value-added information will have to be provided for market participants 
by power trading systems. 
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12.7 GEOGRAPHIC INFORMATION SYSTEM (GIS) 

In the 1980s, the geographic information system (GIS) emerged as a new 
generation of graphics software. CIS has become an indispensable part of a 
power system information system, and it has received considerable 
applications in power systems. GIS is a computer-based information 
system that supports the capturing, management, manipulation, analysis, 
and modeling of spatially referenced data. GIS has been widely applied to 
many scientific subjects such as urban planning, utility facility 
management, transportation management, and gas pipeline management. In 
GIs, spatial data are linked with the geographic information on a map. As 
illustrated in Figure 12.5, an entity in a real physical system can be 
represented on a map by its graphic components (i.e., graphs) and its non- 
graphic components (i.e., attribute tables). The spatial relationships among 
entities are reflected in GIS maps. 

<Real World E n t i t y 2  

v 
GIS Representation 

Figure 12.5 Representation of GIS Entities 

In the power industry, GIS was first used for the management of 
distribution system facilities. GIS provides users with a graphic user 
interface for many applications. Data access routines can be designed to 
automatically collect graphic and non-graphic data for a specific 
application. The non-graphic data will be updated in time with the latest 
computation results and ready for users to view through graphical display. 
The GIS database provides a very effective means for the managing the 
information and enhancing the performance of the system operation. For 
instance, in some applications, such as the trouble call analysis, geographic 
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maps provide more detailed information for the system operator than 
traditional single-line diagrams. 

GIS provides users with an efficient means to solve complicated 
problems that are usually with spatial features. An electric utility has a 
large number of facilities that are dispersed in the system, and GIS is a 
powerful tool for the facility management of an electric utility. For 
example, there are a large number of pipelines in a power station, most of 
which are under ground and constitute a complicated pipeline network. 
This pipeline network may change with the expansion of the power station 
as time goes on. When a GIS is used to manage this pipeline network, 
users can very easily find out the information on the geographical 
distribution of pipelines based on the GIS maps in a computer. 

GIS provides a variety of functions such as plotting and editing to 
manipulate a map file. Users can work on graphs or attribute tables by 
pointing and clicking on associated function buttons. GIS has a built-in 
relational database based on various system tables. The schema table, 
where the entity attributes and symbols are defined, is the master table in 
the GIS system. The format of the table for graphic and attribute files are 
determined by users to meet individual requirements. The graphic features 
such as lines, arcs, and boxes, are stored as coordinate points, while the 
characteristics of graphic features are stored as attributes which can be 
queried by the users. For instance, the graphical representation of a 
distribution line is an arc that connects two corresponding points; the 
distribution line parameters, such as the type, length, and construction and 
so on are stored in attribute tables. 

12.7.1 GIS Architecture 

GIS has taken different architectures at different development stages. It 
started with a clientlserver architecture in 1980s. However, with the advent 
of the Internet, GIS has taken the browserherver architecture. There are 
two major forms of browserherver GIs: the server-side browserhewer GIS 
and the client-side browserherver GIs. The server-side browser/server GIS 
uses the common gateway interface technique, which is a common means 
of interaction between a client browser and a Web server. Users send their 
queries to the server, and get the replies in JPEG or GIF format from the 
server. Because the server has to respond to all users queries, the system 
performance drops by increasing the number of clients. The client-side 
browser/server GIS adopts plug-in, ActiveX, and Java Applet component 
techniques. In this architecture, the GIS data and analysis tools are initially 
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GIS Client GIS Client 

stored in the server, and downloaded to the client side the first time they 
are requested. Since most plug-ins contain executable code and have the 
capability for local processing, the GIS data analysis and application can be 
completed more efficiently on the client side. The architectures of the 
clientherver and browserkerver of the GIS are depicted in Figure 12.6 and 
Figure 12.7, respectively. In either architecture, only the server 
administrator can operate the data in GIS [Ma02]. 

GIS Client GIS Client 

Browser Browser Browser 

Figure 12.6 Client/Server Architecture 

Browser 

Figure 12.7 Browser/Server Architecture 

12.7.2 AWFMIGIS 

The AIWFM (automated mappindfacility management) system, which 
combined graphic representations and spatial relationships of distribution 
facilities based on CAD (computer aided drafting) tools, was developed in 
utilities to facilitate the operation and management of a distribution system. 
The AMRM system provides versatile drafting functions and is very 
efficient in making quality maps. In the AM/FM system, graphic and non- 
graphic information is utilized to describe the spatial relationships and 
characteristics of facilities. The graphic information, which includes 
coordinates, rotation angles, symbols, as well as a non-graphic information 
pointer, is used for automated mapping. The non-graphic infomation is 
used to describe particular attributes of individual facilities. 
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The AM/FM system can be used for work order management, 
property management, feeder load and voltage analysis, optimal capacitor 
placement, contingency load transfer, short-circuit calculation and 
protective coordination, small area load forecasting, substation and primary 
feeder planning, trouble call analysis, and transformer load management. 
The major shortcoming of an AM/FM system is that it lacks an implicit 
data structure and a built-in database for network modeling. Although some 
CAD tools could provide limited linkage to an external database, this could 
give rise to other problems such as database normalization and data 
integrity. A major difference between GIS and AM/FM is that the GIS has 
a built-in relational database, and a variety of functions for network 
modeling. The relational database of the GIS can be used for the facility 
management, and the functions for network modeling can be used to 
perform network analyses. To make full use of the advantages of the GIs, 
the AM/FM system is combined with the GIs; the new system is called 
AM/FM/GIS [Wei95]. 

The AM/FM/GIS system provides a favorable tool for placing 
facility elements on a digital map and simultaneously building an 
associated database that includes graphic information and non-graphic 
attribute data. In an AM/FM/GIS system, for instance, all components of a 
distribution network, including feeders, laterals, vaults, transformers, and 
circuit breakers, can be represented with graphics with its complete data in 
attribute tables. The information on spatial relationships between facilities 
is also available as the AM/FM/GIS system specifies where a facility is 
located on the map and provides detailed information about that facility. 

An AM/FM/GIS system supports distribution system planning and 
design and also provides essential data for many applications for system 
operation such as transformer load management and related inspections 
[Chen98]. The AM/FM/GIS system has become a powerful tool for the 
system operator to operate a distribution system more efficiently. As in 
GIs, real entities are represented with graphic and non-graphic components 
in an AM/FM/GIS system. Any change made to graphic files will 
automatically update the related data in the database and any modification 
made in the database will be automatically reflected in associated maps. 

12.7.3 Integrated SCADNGIS 

The SCADA system helps system operators monitor and control a 
distribution system in real time. GIS can correlate geographical 
information with individual facilities for the operation and control of a 
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distribution system. The functions for this purpose include map production, 
facility inventory, distribution system design, and maintenance service. 

As shown in Figure 12.8, GIS and SCADA systems for the same 
distribution system were usually separated, and data were shared through a 
local area network. The performance of such architecture is low for a large- 
scale system, since much information needs to be exchanged between these 
two systems. To improve the performance of the SCADA system of an 
increasingly complex distribution system, especially one with distributed 
generators as shown in Figure 12.9, the SCADA system is integrated with 
the GIS [Huan02]. An ATM-based network is chosen to connect these two 
systems, because an ATM-based network is a multi-service network that 
can meet different service requirements. With the utilization of the ATM 
network, the data collected from remote terminal units (RTUs) can be 
transmitted to the SCADA and GIS at the same time. The SCADA and GIS 
can also share the high-speed information over the ATM network. This 
integrated SCADNGIS system not only has more flexibility and better 
performance than the old stand-alone architecture, but also is suitable for 
the distributed processing where more than one SCADNGIS is connected 
though an ATM network. 

LAN Bus 

SCADA 

Figure 12.8 Stand alone SCADA and GIS 

F L i '  
I ATM Network I 

Figure 12.9 Integrated SCADA and GIS 
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We believe the performance of the SCADA system can be 
improved using GIS functionalities. The same combination of SCADA and 
GIS can also be implemented for transmission systems. 

12.7.4 GIS for Online Security Assessment 

Security assessment is an indispensable and effective means to ensure the 
security of power system operation. In general, security assessment is 
based on the results of outage power flow computation and transient 
security analysis. It is hard for the system operator to link the security 
assessment results to a physical transformation of the power system. 
However, with the aid of AM/FM/GIS system, the online security 
assessment results can be visualized. When a power system is depicted 
with maps for the geographical distribution of system elements, GIS will 
display security assessment results on these maps and thus provide an 
intuitive way for system operators to monitor and operate a power system 
in real time. 

When GIS is used for the online security assessment, system 
operators can choose an outage element directly from GIS maps with a 
mouse. The outage of a transmission line can be represented directly on the 
system map, while the outage of a generator or transformer in most cases 
would need to be represented on the map of the power plant or substation 
associated to that generator or transformer. The color of the selected 
element will change in such cases to represent the outage. Actually, when 
an element is chosen for the contingency power flow computation, the 
“state” attribute of this element in the GIS attribute table is changed from 
“true” to “false.” The security assessment will be performed based on this 
new status of the chosen element, and the computation results will be put 
into the corresponding attribute tables of GIS immediately after the 
security assessment [Liu98a, LiuOl b]. 

The system operator can check any part of security assessment 
results, such as the overloaded power flow on a transmission line, on GIS 
maps. To show the security assessment results vividly, as shown in Figure 
12.10, columns and pie charts are used to describe bus voltage magnitudes 
and phase angles, respectively. Arrows are usually used to represent 
directions of power flow on a transmission line. Different colors and sizes 
of graphic elements are used to describe properties of elements that they 
represent. For instances, green and purple can be used to represent active 
and reactive power flow respectively, a yellow line without arrow 
represents a transmission line on outage, a red line represents an 
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overloaded transmission line, and a limit-violated bus will flash with light 
red. The thickness of a line represents different operation conditions. For 
instance, a thicker red line represents the overload on that transmission line 
is higher. Likewise, the performance indexes for contingency selection can 
be written to the attribute tables of the GIS and displayed on the maps 
when the system operator wants to seem then. The values of performance 
indexes can be represented by the thickness of lines. For instance, in the 
map a thicker line represents a higher value of performance index. In such 
a way, if a transmission line is taken off for security assessment, the system 
operator not only can very easily and quickly find out the violated elements 
on the maps but also can immediately find out which element is affected 
worst in the system. 

(a) Column for Voltage Magnitude (b) Pie Chart for Phase Angle 

Figure 12.10 Representations of Voltage Magnitude and Phase Angle 

Correspondingly, GIS can be used as an effective visualization 
technique for a power system’s online security assessment and control. GIS 
can help improve the online response of system operators to changes in 
system operating conditions, since with the aid of GIS the system operator 
would not need to spend much time and energy for analyzing the results of 
online security assessment. Most important, the useful geographic 
information, such as the position of a faulted transmission line, which can 
be only provided by GIs, can offer great help to system operators in 
decision-making especially under emergency circumstances. 

12.7.5 GIS for Planning and Online Equipment Monitoring 

A GIS based decision-making support system has been proved very helpful 
to distribution network planning [YuOO]. The so-called rolling planning 
scheme is utilized to help seek a practical solution when there is too much 
inaccuracy and uncertainty in the data for distribution network planning. 
However, it is hard for system operators to monitor a large number of 
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geographically dispersed equipment in real time. Recently, a GIs-based 
system was developed for online monitoring of the insulation status of 
electrical equipment of distribution and transmission systems. 

12.7.6 GIS for Distributed Processing 

The distributed computation and control of a large-scale power system is 
supposed to be based on a WAN, which is composed of computers at 
ISORTO and SACCs. Unlike parallel processing, where the computing 
system is fixed and there are rarely communication faults among processor, 
the distributed computing and control system based on WAN is much more 
vulnerable and is subject to machine outages and communication link 
faults. It is perceived that GIS provides a very usehl tool for ISORTO 
about the system architecture before it starts the distributed computation 
and control. 

As shown in Figure 12.1 1, with the aid of the GIs, the architecture 
of the distributed computing system can be displayed in real time. Suppose 
that different colors are used to represent the different operating status of 
communication links between computers in a distributed computing 
system. The data corresponding to the performance of each computer on 
the WAN and features of communication links will be stored in the 
associated attributes tables. 

Figure 12.1 1 Distributed System with GIS 
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Using this information along with the support of a GPS for timing, 
the ISORTO can use the distributed computing system just like using a 
parallel machine at hand. Moreover, with the help of GIs, the ISORTO 
can even make online dynamic task allocation for the distributed 
computing and control system in the case of a computer break- down. 

12.7.7 GIS for Congestion Management 

In general, transmission congestion is a certain kind of local property since 
it will primarily affect the market participants within the limited range of 
the congested line. As shown in Figure 12.12, GIS can greatly facilitate the 
impact of transmission congestion if used by the ISO/RTO. 
Correspondingly, the ISORTO will focus on the affected area by seeking 
the most effective local measures for mitigating the congestion. For 
instance, the ISO/RTO may limit the impact of congestion by utilizing 
adjustment bids from the regional participants. 

Congestion Area 

Figure 12.12 Congestion Areas in GIS 

In addition, when the regional ALMPs (average locational market 
prices) are displayed on the screen before the ISORTO, as illustrated in 
Figure 12.13, it will cue the ISORTO on how congestion charges and 
credits are distributed in the system. Hence, the ISORTO will have a better 
handle on the system and be better able to operate the system if congestion 
occurs. For instance, the ISO/RTO can easily identify GENCOs that are 
subject to congestion charges and credits, and thus make GENCO’s 
increment or decrement adjustments to mitigate the congestion. 
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Figure 12.13 Areas with Different LMPs 

12.8 GLOBAL POSITIONING SYSTEM (GPS) 

As a worldwide navigation and positioning resource, the NAVSTAR 
(Navigation Satellite Timing and Ranging) GPS was initiated, developed, 
launched, and maintained by the U.S. Department of Defense in 1978 and 
promised to provide worldwide coverage and year-round navigation and 
positioning data for both military and civilian applications. 

GPS consists of 24 satellites in six different 12-hour orbital paths, 
which are deployed in space in such a way that at least five satellites can be 
viewed from any location on the earth. These satellites continuously 
transmit navigation data to the earth. Five monitoring stations and four 
ground antennas located around the world gather data on the satellites’ 
exact position, and relay this information to the master control station at 
Schriever Air Force Base in Colorado, which provides overall coordination 
for these satellites and transmits the correction data to the satellites. The 
GPS signals are transmitted to the ground in two L-band frequencies that 
are known as L1 and L2. L1 is 1.5754 GHz and carries pseudorandom 
codes and the status message of the satellites. L2 is 1.2276 GHz and carries 
more precise military pseudorandom codes. There exist two pseudorandom 
codes: the coarse acquisition and the precise codes. The GPS transmission 
is made at a very low power level; the signal strength at the point of 
reception is about 90 to 120 dbm. A specially designed GPS receiver can 
receive the signals from four or more satellites at the same time. 

A GPS receiver is a miniature device that can be carried along or 
installed anywhere. A GPS receiver can be used to determine a satellite’s 
location as well as the distance between the receiver and a satellite. With 
four or more satellites in use, a GPS receiver can determine the user’s 
latitude, longitude, and altitude. Once it has the user’s three-dimensional 
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data, the receiver can calculate more information such as speed, and sunrise 
and sunset time. To get an accurate fix on a moving object, GPS 
determines the amount of time that it takes for the satellite signal to reach a 
receiver. Supposing that the signals are synchronous, GPS determine the 
signal travel time by calculating the number of pseudorandom codes of 
each satellite. When multiplied by the light speed, the results turn out to be 
the distance between the satellite and the receiver. The typical GPS 
receiver has an accuracy of 20 m to 100 m, which is suitable for most 
applications. Although sophisticated instruments that compare the relative 
speeds of two timing signals can reach the accuracy of half an inch, they 
are expensive for generic users. Therefore, many methods have been 
developed to increase the accuracy of a single, autonomous GPS receiver. 
Two cost-effective approaches that can greatly enhance the accuracy of 
GPS are DGPS (differential GPS) and AGPS (assisted GPS). 

Because GPS is free of charge and accessible worldwide, it has 
rapidly become a universal utility with decremental integration costs. The 
GPS technique can be easily incorporated with vehicles, machinery, 
computers, and even cellular phones. GPS can provide extremely accurate 
location information for mobile objects and people - far superior to earlier 
tracking techniques. Today, GPS has wide range applications, including 
tracking package delivery, trucking and transportation, mobile commerce, 
emergency response, exploration, surveying, law enforcement, recreation, 
wildlife tracking, search and rescue, roadside assistance, stolen vehicle 
recovery, satellite data processing, and resource management. 

The most concerned issue about GPS application is its accuracy. 
There are several factors that affect the accuracy of GPS. A major factor is 
that the speed of radio signal is constant only in a vacuum. Water vapor 
and other particles in the atmosphere can slow down signals resulting in 
propagation delay. Errors due to multi-path fading, which occurs when a 
signal bounces off a building or terrain before reaching the receiver’s 
antenna, can also decrease the accuracy. Atomic clock discrepancies, 
receiver noise, and interruptions to ephemeris monitoring can result in 
minor errors. Another major source of potential error is selective 
availability (SA), which is an intentional degradation of the civilian GPS 
signal. SA was originally inserted as a security measure to prevent a hostile 
force from exploiting the GPS technology. Authorized users can get a 
special mechanism to decode SA and eliminate the intentional error. 
Because the GPS satellites are nearly 11,000 miles away from the earth, an 
error of a few milliseconds in the calculation of signal travel time could 
cause an error of 200 miles in position. The monitoring stations and ground 
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antennas check the satellites’ speed and position frequently and cleanse 
ephemeris errors that are caused by gravitational pulls from the moon and 
sun as well as solar radiation pressure. Besides, the enormous benefits to 
the world community of increasing GPS accuracy led the U.S. government 
to turn SA off in 2000. 

12.8.1 Differential GPS 

The Differential GPS (DGPS) makes use of two receivers: the base 
receiver and the rover receiver. The actual position of the base is known 
and compared to the readings received at the same base point. With the 
estimated error, the readings obtained at the rover can be compensated by 
simple subtraction. The term “direct DGPS” is used to refer to a GPS 
configuration in which the position and time measurements are available at 
the rover station. The term “inverse DGPS” refers to a DGPS instrument in 
which the results are available at the base station. Although a large distance 
between these two receivers would degrade the accuracy of DGPS, DGPS 
can improve the GPs accuracy to one meter or better. The only drawback 
of DGPS is the requirement for a second GPS receiver and corresponding 
communication equipment between the base and rover instruments. 

The Nationwide Differential Global Positioning System (NDGPS) 
corrections are broadcast at frequency 283.5 to 325 kHz. DGPS messages 
are modulated onto the low-medium frequency carrier wave by minimum 
shift keying (MSK). The selected transmission rates for NDGPS signals are 
100 and 200 bits per second. Despite these low transmission rates, they can 
prevent message losses caused by Gaussian noise and thus achieve higher 
message throughput under impulse noise conditions. The DGPS broadcast 
information is contained in a relatively narrow bandwidth, which is an 
important consideration when concerns about possible interference arise. 
The NDGPS goals include strengthened national security, integration of 
GPS into nonmilitary applications, encouraging private sector investment 
in GPS, and promotion of safety and efficiency in transportation and other 
activities. Numerous public agencies, including the U.S. Coast Guard and 
Army Corps of Engineers, transmit DGPS corrections from existing radio 
beacons placed around harbors, waterways, and other locations to facilitate 
navigation. Subscription transmission services are also available on FM 
radio station frequencies or via satellite. In the absence of either a radio 
receiver or a nearby reference receiver, DGPS corrections could also be 
distributed via the Internet. 
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Adequate reception and decoding of DGPS correction messages 
have been made possible according to the factors such as the level and 
nature of local noise sources, multi-path, receiver design, receiver antenna 
type, and placement. Presently, the enhanced positioning accuracy 
provided by the NDGPS network has got wide application in various fields 
including electric power industries. 

12.8.2 Assisted GPS 

Although GPS was not initially designed for indoor use or in urban areas, 
linking mobile receivers to a cellular, or a wireless local area network 
infrastructure that has a reference receiver with a clear view of the sky can 
substantially improve the performance of GPS. Assisted GPS (AGPS) 
makes use of a reference receiver that provides navigation and signal 
timing data to a local server. The client device preprocesses and returns 
basic GPS measurements along with statistical measures that characterize 
the signal environment to the server, which then performs a series of 
complex calculations on data received from the client to determine the 
client’s position. AGPS can provide better accuracy than standard GPS 
within less than 50 feet when users are outdoors. 

12.8.3 GPS for Phasor Measurement Synchronization 

The GPS-based technique for synchronized phasor measurements have 
been field-tested and utilized in power systems for many years. A phasor 
measurement unit (PMU) is a quality digitizer-recorder that has an integral 
GPS satellite receiver, and many PMUs can be used for sampling events in 
power systems [Bur94]. Figure 12.14 shows the configuration and the 
installation of PMUs on a substation bus. By way of time signals of GPS, a 
number of phasor measurements at the buses that are distributed in a wide 
geographical area can be synchronized with very high precision. 

Transmission line 
Transmission line 

PMU * I  PMIJ 

Busbar 1- 
Transmission line 

Figure 12.14 Deployments of PMUs 
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Synchronized phasor measurements offer a possibility for tracking 
system dynamics in real time, and also for enhancing monitoring, 
protection and control functions of power systems. Previously, the 
dynamics of electromechanical swings of a power system were only 
inferred indirectly from a combination of digital and analog oscillographs, 
using specially designed sensing and monitoring devices such as rotor 
angle monitors. If phasor measurements can be synchronized precisely, a 
coherent picture of the whole transient process can then be obtained. The 
synchronized phasor measurements can be used for observing system 
dynamic process, because power swings can be recorded via synchronized 
phasor measurements at a number of buses of the system. The 
synchronized phasor measurements can give a clear picture of system 
dynamics and provide useful information for the stability analysis and 
control. Further, the field measurements of voltage phasors at buses can be 
used for switching operations. 

12.8.4 GPS for Phasor Measurement 

The SCADA/EMS is designed and realized in an open-loop centralized 
control manner as the SCADA system merely captures a quasi-steady state 
of the system rather than transient processes. With the aide of GPS and 
PMUs [Pfl92], fast transient processes can be tracked with a high rate of 
sampling, which results in the possibility of a closed-loop control of power 
systems, and then power systems could be steered away from certain 
instable state by executing prompt controls. 

When phasor measurements are utilized to help monitor and 
control the power system, various PMU placement schemes can be 
adopted, although most advocate the utilization of pilot points which are 
located at the center of coherent regions of the system [Ba193]. For voltage 
stability analysis, these coherent regions are required to contain load buses 
with similar voltage trends, while for transient stability analysis, these 
coherent regions are required to encompass a group of machines with 
common slow modes of oscillations. Obviously, this pilot placement 
scheme has two major drawbacks. First, some systems may not be able to 
be decomposed into meaningful regions, signifying the necessity to 
monitor load buses or machine terminals. Second, coherent regions are not 
stationary but exhibit dynamic behavior; they may either split or coalesce 
as the system operation conditions change, which lead to the confusion that 
a pilot placement scheme is optimal for one operating state but can not 
work well for another. 
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A PMU placed at a bus can measure the voltage as well as the 
current phasor of that bus, so it could possible to perform state estimation 
based on phasor measurements. In this regard, one way to deploy PMUs is 
to make the system observable, like deploying power measurements for 
state estimation. However, the cost of this scheme would be very high 
when all buses are equipped with PMUs. So, to solve the problem, we need 
to place a minimal set of PMUs that makes the system observable. Because 
a PMU provides both current and voltage phasor measurements of the bus 
where it is installed, the system does not need to have at least 2N-1 PMUs 
to make the system observable ( N  is the bus number of the system). A set 
of less than 2N-1 PMUs should be able to make the system observable 
when they are optimally distributed. A minimal set of PMU can be found 
through a dual search algorithm that combines the bisecting search method 
and the simulated annealing method [Ba193], where the bisecting search 
algorithm fixes the number of PMUs while the simulated annealing method 
looks for a placement set that leads to an observable network for a fixed 
number of PMUs. To expedite this search process, an initial PMU set can 
be provided by a graph-theoretic procedure that could generate a spanning 
measurement subgraph based on the depth-first search. Simulation results 
have shown that less than one third of the total system buses need to be 
equipped with PMUs in order to make the system observable. 

12.8.5 GPS for Transmission Fault Analysis 

The transmission line fault analysis is an indispensable tool at the system 
control center, and helps the system operator respond quickly to 
transmission malfunctions. Most transmission line fault analysis 
approaches utilize expert system to detect and classify faults and to analyze 
the resulting operations of related relays and circuit breakers. Through 
combination with an artificial neural network, these approaches could 
provide even more accurate analysis about the fault detection and 
classification. However, the crucial part of transmission line fault analysis 
is the fault locating, an effective approach for fault locating needs to be 
developed since it could significantly improve the overall performance of 
transmission line fault analysis. Such an effective fault locating method 
can be developed through solving transmission line equations at every 
instant, which requires the sampling of voltages and currents 
synchronously at both ends of the transmission line. Fortunately, this 
function can be implemented with GPS [Ga194, Kum98, Moo991. 

A digital fault recorder with a GPS satellite receiver could collect 
the real-time fault data, and this can be realized just by adding a GPS 
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satellite receiver to a standard off-the-shelf digital fault recorder. With 
these synchronously sampled data, a unique time domain approach for fault 
analysis can be established, which is extremely fast and accurate and 
provides robust results even under certain very difficult circumstance such 
as a time-varying fault resistance. Other fault analysis functions including 
fault detection and classification can also be implemented by utilizing 
synchronously sampled data. 

A typical application of transmission line fault analysis is locating 
the fault for HVDC lines. Two approaches based on traveling wave are 
currently utilized for HVDC fault locating. One is the reflectometry 
approach, which measures the time difference between the arrival of the 
first surge and its subsequent reflection at one end of the transmission line. 
This approach does not need any information from the other end of the 
transmission line and thus no communication between the two ends of the 
transmission line is needed. This approach is simple and inexpensive, but it 
cannot be used for all fault situations. A more reliable approach is to make 
use of the difference in the arrival times of the fault-generated waves at 
each end of the transmission line, which conceivably requires a common 
time reference for the comparison. A dedicated microwave link could be 
utilized to communicate the arrival times of the surge at each end of the 
transmission line, but this might be expensive. GPS provides precise time 
signal and provides a more economical and accurate approach than the 
microwave link for HVDC fault locating [Dew93]. With the aide of the 
GPS, fault locating for HVDC lines can be solved with higher precision, 
since the difference between arrival times of the fault-generated surge at 
both ends of the transmission line can be calculated more precisely. 

12.8.6 GPS for Transmission Capability Calculation 

The overhead transmission lines of TRANSCOs form the backbone of the 
power grid. In an intensely competitive environment, TRANSCOs are 
under much higher pressure to make optimal use of their facilities. The 
available transmission capability (ATC) is of more importance in this 
environment since TRANSCOs make profits through marketing their 
transmission capacities. To get as much revenue as possible, a TRANSCO 
needs to calculate accurately the transmission capability of its transmission 
facilities. The accurate calculation of the transmission capability will not 
only have obvious financial value but also give the IS0 an indication about 
the operational status of the transmission system. 
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The transmission capability of an overhead transmission line 
depends on many factors and these include ambient temperature, wind 
speed, wind direction, incident solar radiation, conductor characteristics, 
and conductor configuration. Recent studies have shown that the clearance 
of an overhead transmission line is also a major factor that could affect the 
thermal capacity of the overhead transmission line [Men02a]. In this 
regard, real-time measurements of the transmission line sag can be helpful 
to the calculation of transmission capability of overhead transmission lines. 
The sag measurement can be used not only for transmission line planning 
but also for dynamic line ratings for the real-time monitoring of power 
grids. 

The transmission line sag was previously calculated via indirect 
measurements, but recently direct measurements of the surface temperature 
and the tension of the insulator support of the transmission line have been 
used for the sag calculation. To more rapidly and accurately determine the 
available transmission capability of the transmission lines, the inverse 
DGPS is used to measure precisely the position of overhead transmission 
lines, through which the sag of the related transmission lines can be 
calculated. 

12.8.7 GPS for Synchronizing Multi-agent System 

As we showed in Chapter 1 of this book, the power system can be modeled 
as a system composed of a group of geographically distributed, 
autonomous, and adaptive intelligent agents that act both competitively and 
cooperatively for certain goals. Although each agent only has a local view 
of the system, the whole team of these agents performs control schemes for 
the entire system through cooperation. In this process, certain kinds of 
coordination are necessary and important since there could be conflicts 
among actions of so many autonomous agents, but a key to cooperation 
among the agents is the time consistency of the information used by each 
individual agent. 

As we saw in Figure 1.12, the reactive layer of MAS (multi-agent 
system) performs preprogrammed self-healing actions that usually require 
an immediate response. The coordination layer identifies which triggering 
event from the reactive layer is urgent based on heuristic knowledge; this 
layer also analyzes the commands of the top layer and decomposes them 
into actual control signals, which are sent to reactive agents. The 
deliberative layer prepares higher-level commands, such as vulnerability 
assessment and self-healing. The reactive agents may not need much 
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cooperation since in most cases self-healing actions are performed 
instantly, and there is no time for negotiation. But the coordination layer 
and the deliberative layer use the same time information, corresponding to 
reactive agents in the entire system, to coordinate and analyze. 

In order to accomplish this task, all reactive agents report their 
actions to the coordination layer and the deliberative layer by using time 
tags, which are obtained from GPS. To implement such a scheme, each 
agent of the system must be equipped with a GPS receiver. Alternatively, 
when necessary, the coordination layer and the deliberative layer could be 
preset a time at which reactive agents would submit certain types of 
information. This scheme is depicted in Figure 12.15. This way, the 
coordination layer and the deliberative layer obtain an accurate and 
synchronized time for all agents. 

I D -  Agent with GPS receiver 

Figure 12.15 Agent Cooperation Based on GPS 

In fact, not only the agents of the entire system need to be 
coordinated for a distinct purpose, the agents of a local area would need to 
be coordinated to achieve a common goal. For instance, the agent in a 
certain area of the system would need to coordinate for the congestion 
elimination just as we saw in Chapter 10. 
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12.8.8 GPS Synchronization for Distributed Computation and Control 

When distributed processing is used for large-scale power system 
monitoring and control, each SACC collects real-time data from its local 
control area separately; however, to obtain correct results the distributed 
computation and control should use the same time data, as that collected by 
SACCs at the same global time. It the past, due to the lack of a global time 
reference, it was difficult to maintain the time consistency of all these 
collected data. 

If the data used for distributed processing are not collected at the 
same time, the results of distributed computation and control could be less 
degraded. To see this, suppose that as in Figure 12.16 a large-scale power 
system is divided into three subareas, A, B and C. If the SCADA systems 
of these three subareas collect their local real-time data within a time 
discrepancy of At, distributed state estimation will not converge to a correct 
solution after At exceeds a certain range. This is obvious because when the 
data collected at different times in different places are put together, the 
physical laws with which the system is supposed to comply will be 
violated. 

In fact, the time consistency is an implicit requirement for 
distributed computation. Distributed control will meet with the same 
problem. In most cases, to obtain the best control performance, the 
distributed control commands such as the tertiary voltagehar control 
command are theoretically supposed to be executed simultaneously. If the 
execution of the control commend is delayed by a certain SACC, the 
performance of distributed control will be degraded. 

An ideal way to affect distributed computation and control is to get 
all the measurements of the entire system by taking a “snapshot” of the 
system, as can be realized with the aide of GPS. Earlier we saw that GPS 
can provide an accurate global time reference for all SACCs and thus 
reduce the time discrepancy of SACCs to a negligible extent. As illustrated 
by Figure 12.16, once the time signal is obtained from the GPS satellite, all 
SACCs will start to scan their respective areas with their own SCADA 
systems simultaneously, and all the real time data collected at the same 
time will be able to form a “snapshot” of the entire system. Moreover, the 
component computers of the DEMS can start exactly at the same time to 
execute their distributed applications such as load flow, state estimation, 
and other various distributed optimization and controls. 
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Further, the utilization of GPS helps improve the convergence 
performance of distributed algorithms of DEMS, since the discrepancy in 
the starting time of component computers can exacerbate the 
asynchronization of distributed computation and thus degrade the 
performance of distributed computation. The performance of distributed 
controls of DEMS can also be improved when all control commands are 
executed simultaneously. In all, through GPS, the performance of 
distributed computation and control of a DEMS for a large-scale power 
system can be significantly improved. 
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Figure 12.16 GPS for Distributed Processing of DEMS 
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Appendix A 

Example System Data 

A.l PARTITIONING OF THE IEEE 118-BUS SYSTEM 

I I 

Figure A. 1 IEEE 1 18-bus System Subarea Partitions 
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13 
14 
15 

A.2 PARAMETERS OF THE IEEE 118-BUS SYSTEM 
Table A. 1 Line Data of the IEEE 1 18-Bus System 

2 12 0.0187 0.0616 59 43 44 0.0608 0.2454 
3 12 0.0484 0.16 60 34 43 0.0413 0.1681 
7 12 0.0086 0.034 61 44 45 0.0224 0.0901 

From To R From To X 
Line 1 Bus I Bus 1 (P.u.) 1 (k.) 1 Line 1 Bus I Bus I (b.) I (PA.) 

16 
17 
18 

11 13 0.0223 0.0731 62 45 46 0.04 0.1356 
12 14 0.0215 0.0707 63 46 47 0.038 0.127 
13 15 0.0744 0.2444 64 46 48 0.0601 0.189 

43 
44 
45 
46 

27 32 0.0229 0.0755 89 59 61 0.0328 0.15 
15 33 0.038 0.1244 90 60 61 0.0026 0.0135 
19 34 0.0752 0.247 91 60 62 0.0123 0.0561 
35 36 0.0022 0.0102 92 61 62 0.0082 0.0376 



APPENDIX A 479 

Table A.l Line Data of the IEEEl18-Bus System (Continued) 
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A.3 BUS LOAD AND INJECTION DATA OF THE IEEE 
118-BUS SYSTEM 

Table A.2 Bus Load and Injection Data of the IEEEl 18-Bus System 



APPENDIX A 481 



This Page Intentionally Left Blank



Appendix B 

Measurement Data for Distributed State 
Estimation 

In the following, each measurement position is represented with the bus 
number and line number. The measurement types are interpreted as 
follows. 

0: measurement of the reference bus voltage 
1: measurement of a bus voltage 

2: measurement of an injected active power 

3: measurement of an injected reactive power 

4: measurement of a line active power 
5:  measurement of a line reactive power 

6: measurement of a line active power at the sending terminal 
7: measurement of a line reactive power at the receiving terminal 

B.l MEASUREMENTS OF SUBAREA 1 

Table B. 1 Measurements of Subarea 1 
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40 
40 
40 
41 

6 0.09 1907 1 180 5 0.037593 1 
5 -0.0648 1 180 7 -0.053 1 1 
7 0.056924 1 181 4 0.203854 1 
4 0.91689 1 181 6 -0.203 17 1 
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B.2 MEASUREMENTS OF SUBAREA 2 

Table B.2 Measurements of Subarea 2 
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B.3 MEASUREMENTS OF SUBAREA 3 

Table B.3 Measurements of Subarea 3 
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83 
83 
84 
84 

5 -0.12971 1 186 4 -0.07938 1 
7 0.1 15327 1 186 6 0.079769 1 
4 -0.32903 1 186 5 0.124912 1 
6 0.334849 1 186 7 -0.1371 1 1 
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B.4 MEASUREMENTS ON TIE LINES 

Table B.4 Measurements on Tie Lines 



Appendix C 

IEEE-30 Bus System Data 

C.l BUS LOAD AND INJECTION DATA OF THE IEEE 
30-BUS SYSTEM 

Table C. 1 Bus Load and Injection Data of IEEE 30-Bus System 

12 11.2 27 0.0 
13 0.0 28 0.0 
14 6.2 29 2.4 
15 8.2 30 10.6 
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c.2 REACTIVE POWER LIMITS OF THE IEEE 30-BUS 
SYSTEM 

Table (2.2 Reactive power limit of IEEE 30-Bus System 



APPENDIX C 

C.3 LINE PARAMETERS OF THE IEEE 30-BUS 
SYSTEM 

Table C3 Line Parameter of 30-Bus System 
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Appendix D 

Acronyms 

A 

ACC 
AEP 
AGC 
AGPS 
ALMP 
API 
ATM 
ATC 
AVC 

B 

BBDM 

C 

CAS 
CASM 
CCAPI 
ccc 
CEMS 
CHP 
CIS 
cow 
CT 

Area Control Center 
American Electric Power 
Automatic Generation Control 
Assisted GPS 
Average Locational Market Price 
Application Program Interface 
Asynchronous Transfer Mode 
Available Transmission Capability 
Automatic Voltage Controller 

Bordered Block Diagonal Matrix 

Complex Adaptive System 
Common Application Service Model 
Control Center Application Program Interface 
Central Control Center 
Centralized Energy Management System 
Combined Heat and Power 
Component Interface Specification 
Cluster of Workstation 
Combustion Turbines 
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D 

DBMS 
DCC 
DDET 
DER 
DEM 
DG 
DGPS 
DISTCO 
DOE 
DPS 
DNO 

Database Management System 
Dispatching and Control Center 
Dynamic Decision Event Tree 
Distributed Energy Resource 
Distributed Memory Environment 
Distributed generation 
Differential GPS 
Distribution Company 
Department of Energy 
Distributed Processing System 
Distribution Network Operator 

E 

EDFA Erbium Doped Fiber amplifier 
ELD Equivalent Load 
EMS-API Energy Management System Application Program 

Interface 
EPRI Electric Power Research Institute 
ESP Energy Service Provider 

F 

FRAD Frame Relay Access Device 

G 

GCA Generation Control Area 
GENCO Generation Company 
GIS Geographic Information System 
GOMSFE 

GOMSFE 

GPS Global positioning system 

Generic Object Models for Substation and Feeder 
Equipment 
General Object Model for Substation and Field 
Equipment 

H 

HTTP Hypertext Transfer Protocol 
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I 

IC 
ICCP 
ICCS 
IDC 
IED 
IP 
IPP 
IPS 
IT 
ISN 
IS0 
IUC 
IS&R 

J 

JDBC 

M 

MAS 
MCFC 
MMS 
MPI 
MPL 
MPhS 
MPLS 
MSK 

N 

NTP 
NERC 
NDGPS 

0 

OADM 
OASIS 

Internal Combustion 
Inter-Control-Center Communications Protocol 
Integrated Control Center Systems 
Interchange Distribution Calculator 
Intelligent Electronic Device 
Internet Protocol 
Independent Power Producer 
Initial Preferred Schedule 
Information Technology 
Interregional Security Network 
Independent System Operator 
Integrated Utility Communications 
Information Storage and Retrieval 

Java Database Connectivity 

Mu1 ti-agent System 
Molten Carbonate Fuel Cells 
Manufacturing Message Specifications 
Message Passing Interface 
Message Passing Library 
Multiprotocol Lambda Switching 
Multiprotocol Label Switching 
Minimum Shift Keying 

Network Time Protocol 
North American Electric Reliability Council 
Nationwide Differential Global Positioning System 

Optical Add/Drop Multiplexer 
Open Access Same-time Information System 
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OSI 
OMS 
oxc 

P 

PAFC 
PDF 
PEM 
PID 
PLC 
PSE 
PU 
PURPA 
PV 
PVM 

Open Systems Interconnection 
Outage Management System 
Optical Cross-Connects 

Phosphoric Acid Fuel Cells 
Power Distribution Factors 
Proton Exchange Membrane 
Proportional-Integral-Di fferential 
Power Line Carrier 
Purchasing-Selling Entity 
Processing Unit 
Public Utilities Regulatory Policy Act 
Photovoltaic 
Parallel Virtual Machine 

R 

RDF Resource Description Framework 
RPX Retail Power Exchanges 
RPC Remote Procedure Call 
RRC Regional Reliability Council 
RTO Regional Transmission Organization 
RTP Real-Time Protocol 

S 

SACC 
SAN 
sc 
SCC 
SCC 
SCP 
SDX 
SGI 
SMP 
SOA 
SOFC 
SONET/SDH 

Subarea Control Center 
System Area Network 
Schedule Coordinator 
Satellite Control Center 
Security Coordination Center 
Standards and Communications Protocols 
System Data Exchange 
Silicon Graphic Interface 
Shared Memory Processing 
Semiconductor Optical Amplifier 
Solid Oxide Fuel Cell 
Synchronous Optical NetworWSynchronous Digital 
Hierarchy 
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SQL 
svc 

T 

TCP 
TMS 
TIS 
TRANSCO 
TASE 
TDM 
TCP/IP 

U 

UCA 
UCT 
UDP 
UFPC 
UML 
ULTC 

W 

WAN 
WDM 
w 3 c  
WPX 

X 

XML 

Structured Query Language 
Static Voltage Controller 

Transmission Control Protocol 
Transaction Management System 
Transaction Information System 
Transmission Company 
Telecontrol Application Service Element Number 
Time-Division Multiplexing 
Transmission Control Protocol/Internet Protocol 

Utility Communications Architecture 
Universal Coordinated Time 
User Datagram Protocol 
Unified Power Flow Controller 
Unified Modeling Language 
Transformer Under Load Tap Changers 

Wide Area Network 
Wavelength Division Multiplexed 
World Wide Web Consortium 
Wholesale Power Exchange 

Extensible Markup Language 
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